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Introduction
Data mining is the technique of extracting hidden information 

from a large set of database. The ultimate goals of data mining are 
prediction and description of diseases. Data mining techniques 
play a pivotal role in healthcare analysis. The large amount of data 
is a key resource to be processed and analyzed for knowledge ex-
traction that enables support for cost-effectiveness and further 
decision making [1-16]. Data mining provides a set of tools and 
techniques that can be applied to the processed data to discover 
hidden patterns. Figure 1 depicts the basic data mining process 
model.

This paper demonstrates the analysis of various data mining 
techniques which can assist medical analysts or practitioners to 
accurately select the right classifier model for disease risk predic-
tion that rely on the dataset. For analysis, we use two datasets: 
Dataset-1 has 768 instances and 9 attributes, Dataset-2 has 500 
instances and 17 attributes. The data sets are used to test and jus-
tify the performances of several classification algorithms. WEKA 
an open source data mining tool [17] has been used for the experi-
mental analysis. Furthermore, comparative analysis has been per-
formed and subsequent experimental results have been tabulated.

Health informatics systems have pivotal clinical impact on patients due to its ability to predict or diagnose diseases in early stage, 
applying machine learning techniques. Researchers from different domains have been conducting numerous contemporary stud-
ies to propose a novel data driven medical predictive system. However, the characteristic of dataset is important to consider before 
selecting the appropriate machine learning approach for disease risk prediction system. Therefore, prior to developing an ideal 
clinical prediction system, proper analysis of datasets is mandatory for better accuracy as well as cost-effectiveness. In this work, an 
effective analysis of two different diabetes datasets have been conducted; dataset-1 has 768 instances and 9 attributes, dataset-2 has 
500 instances and 17 attributes. An open source data mining tool termed as WEKA has been used for our experiment on data mining 
techniques. Furthermore, the fluctuation of performance of the same algorithm for different datasets have been demonstrated by 
analyzing individual classification models.

Common Data Mining Techniques for Predictive Systems
Naïve Bayes

The Naïve Bayesian classifier is based on Bayes theorem with in-
dependence assumptions between the predictors. Bayes Theorem- 

Figure 1: Data Mining Process Model.

It works on conditional probability. Conditional probability is the 
probability that an occasion will happen, given that other occasion 
has just happened.

P (A|B): the conditional probability that event A occurs, given 
that B has occurred. This is also known as the posterior probability.

P (A) and P (B): probability of A and B without regard of each 
other.

P (B|A): the conditional probability that event B occurs, given 
that A has occurred.
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Advantages
1. A Naïve Bayesian model is easy to build, with no complicat-

ed iterative parameter estimation which makes it particu-
larly useful for very large data sets.

2. When the assumption of independence holds, a Naive Bayes 
classifier performs better compared to other models like lo-
gistic regression and need less training data.

3. It performs well in case of categorical input variables com-
pared to numerical variable(s). For numerical variable, 
the normal distribution is assumed (bell curve, which is a 
strong assumption).

Disadvantages
1. If the categorical variable has a category (in the test data 

set), which was not observed in the training data set, then 
the model will assign a 0 (zero) probability and will be un-
able to make a prediction. This is often known as Zero Fre-
quency. To solve this, we can use the smoothing technique. 
One of the simplest smoothing techniques is called Laplace 
estimation.

2. Naive Bayes is also known as a bad estimator, so the prob-
ability outputs are not to be taken too seriously.

3. Another limitation of Naive Bayes is the assumption of in-
dependent predictors. In real life, it is almost impossible 
that we get a set of predictors which are completely inde-
pendent.

Decision Tree (J48)

Decision tree builds classification or regression models in the 
form of a tree structure. It breaks down a dataset into smaller sub-
sets with increase in depth of tree. The final result is a tree with 
decision nodes and leaf nodes. A decision node has two or more 
branches. Leaf node represents a classification or decision. The 
topmost decision node in a tree which corresponds to the best pre-
dictor is called root node. Decision trees can handle both categori-
cal and numerical data.

Figure 2: Decision tree.

Advantages
1. Compared to other algorithms decision trees requires less 

effort for data preparation during pre-processing.

2. The models are inexpensive to construct, easy to interpret, 
easy to integrate with database system.

3. A decision tree does not require normalization of data.

Disadvantages
1. A small change in the data can cause a large change in the 

structure of the decision tree causing instability.
2. For a decision tree sometimes calculation can go far more 

complex compared to other algorithms.
3. Decision Tree algorithm is inadequate for applying regres-

sion and predicting continuous values.

Support Vector Machine (SVM)

Support Vector Machine (SVM) is a supervised learning algo-
rithm characterized by a separating hyperplane. The hyperplane is 
a line that partitions a plane in two sections where each class lay 
in either side.

There are 2 sorts of SVM classifiers:
1. Linear SVM Classifier.
2. Non-Linear SVM Classifier.

Figure 3: Support Vector Machine.

Advantages
1. SVM classifiers are very good when we have no idea on the 

data. 
2. Works well with even unstructured and semi structured data 

like text, images and trees.
3. It scales relatively well to high dimensional data.
4. SVM models have generalization in practice; the risk of over-

fitting is less in SVM.

Disadvantages
1. Long training time for large datasets.
2. Choosing a “good” kernel function is not easy.
3. Difficult to understand and interpret the final model, vari-

able weights and individual impact.

K-Nearest Neighbour
This classifier is considered as a statistical learning algorithm 

and it is extremely simple to implement and leaves itself open 
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Random forest algorithm is a supervised classification algo-
rithm. This algorithm creates the forest with a number of trees. In 
general, the more trees in the forest the more robust looks like. In 
the same way in the random forest classifier, the higher the num-
ber of trees in the forest gives high accuracy results.

Table 1 depicts the comparative analysis of various classifica-
tion algorithms. Different data sets with different kinds of variables 
and the number of instances determine the type of algorithm that 
will perform well.

An Empirical Study: Role of Prior Dataset Analysis for Disease Risk Prediction System

to a wide variety of variations. In brief, the training portion of 
nearest-neighbour classifier finds the closest training-point to the 
unknown point and predicts the category of that training point 
according to some distance metric. The distance metric used in 
nearest neighbor methods for numerical attributes can be simple 
Euclidean distance.

Advantages
1. Simple to implement.
2. Flexible to feature/distance choices.
3. Naturally handles multi-class cases.
4. Can do well in practice with enough representative data.

Disadvantages
1. Need to determine the value of parameter K (number of 

nearest neighbors).
2. Computation cost is quite high because of the need to com-

pute the distance of each query instance to all training sam-
ples.

3. Storage of data.
4. Prior information of meaningful distance function is re-

quired.

Random Forest

Advantages
1. The same Random Forest algorithm or the Random Forest 

classifier can use for both classification and regression tasks.
2. Random Forest classifier will handle the missing values.
3. When we have more trees in the forest, Random Forest clas-

sifier won't fit the model.
4. Random Forest is comparatively less impacted by noise.

Disadvantages
1. Quite slow to create predictions once trained. More accu-

rate ensembles require more trees, which means using the 
model becomes slower.

2. Random Forest require much more time to train as com-
pared to decision trees as it generates a lot of trees and 
makes decision on the majority of votes.

3. Results of learning are incomprehensible. Compared to a 
single decision tree, or to a set of rules, they don’t give you 
a lot of insight.

Multilayer perceptron which makes use of multiple layers of the 
neural network is created by using the set of various parameters 

Multilayer Perceptron (MLP) 

which are selected to adjust the models with the help of correlation 
between parameters and prediction of the disease. MLP utilizes a 
supervised learning technique called back propagation for training 
the network.

Advantages
1. Adaptive learning: An ability to learn how to do tasks based 

on the data given for training or initial experience.
2. One of the preferred techniques for gesture recognition.
3. Multi-layered neural networks are basically used to manage 

data sets that have an extensive number of features, espe-
cially non-linear ones.

4. A two layer backpropagation network with sufficient hidden 
nodes has been proven to be a universal approximator.

Disadvantages
1. Convergence can be slow.
2. MLP needs long training time.
3. Local minima can affect the training process.
4. Hard to scale.

The stochastic gradient method is a gradient descent method 
optimized by the rate of convergence. The difference between the 
traditional gradient methods is that the elements are considered 
separately. Stochastic gradient descent (SGD) approximates the 
gradient using only one data point. So, evaluating gradient saves a 
lot of time compared to summing over all data. This is very useful 
while specifically working with big data sets.

Stochastic Gradient Descent (SGD)

Advantages
1. It is easier to fit into memory due to a single training sample 

being processed by the network.
2. It is computationally fast as only one sample is processed at 

a time.
3. For larger datasets it can converge faster as it causes updates 

to the parameters more frequently.

Disadvantages
1. Due to frequent updates the steps taken towards the minima 

are very noisy. This can often lead the gradient descent into 
other directions.

2. Also, due to noisy steps it may take longer to achieve conver-
gence to the minima of the loss function.

3. Frequent updates are computationally expensive due to us-
ing all resources for processing one training sample at a time.
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Classifier Decision Tree 
(J48)

Support 
Vector

Machine

K-Nearest  
Neighbour

Random  
Forest

Stochastic 
Gradient
Descent

Multilayer 
Perceptron Naïve Bayes

Accuracy in general ** **** ** *** *** *** *

Speed of learning with 
respect to the number 
of attributes and the 
number of
instances

*** * **** ** **** *** ****

Speed of
classification

**** **** * ** **** ** ****

Tolerance for
missing values

*** ** * **** ** * ****

Tolerance to   irrelevant
attributes

*** **** ** *** * ** **

Tolerance to highly
interdependent
attributes

** *** * ** *** *** *

Tolerance
to noise

** ** * *** * ** *

Dealing with the  
danger of
overfitting

** ** *** **** ** * ***

Attempts for  
incremental
learning

** ** **** ** ** *** ****

Explanation ability/
transparency of knowl-
edge/classification

**** * ** *** *** *** ****

Applications Emotion  
recognition
, Verbal column 
pathologie s, 
Churn Analysis,  
Investment 
Solutions, High 
Customer

Face detec-
tion, text & 
hypertext 
categorization, 
Bioinformatics, 
handwriting 
recognition.

Text mining, 
Agriculture
, Finance,  
Medicine[3 0].

Machine 
learning, Ge-
netic algorithm, 
Fault diagnosis, 
Rotating Ma-
chiner y [27].

Surger-
ies, health 
information      
system(HIS
) analyzing, 
medical  
image  
analyzing. and
processing.

Speech 
recognition, 
Image recogni-
tion, Machine 
translation soft-
ware [27].

Text classifi-
cation, Spam 
filtering, On-
line Applica-
tion, Hybrid 
recommender 
system.

Table 1: Comparison of seven classification algorithms (**** stars represent the best and * star the worst performance) [29-34].

We have carried out performance analysis on two different dia-
betes datasets. Dataset-1 is Pima Indian diabetes dataset, collected 
from data hub [16]. It contains 768 instances with 9 parameters 
and Dataset-2 is an experimental diabetes dataset, collected from 
several hospitals. It contains 500 instances with 17 attributes.

The attributes of both datasets are described in table 2 and 
table 3.

Dataset Description

No. of 
Datasets Dataset Name No. of  

Attributes
No. of  

Instances

1 Pima Indian diabetes dataset 9 768

2 Experimental diabetes 
dataset 17 500

Table 2: Characteristics of the datasets.

Attribute Value
Age Numeric
Pregnancies Numeric
Glucose Numeric
Blood Pressure Numeric
Skin Thickness Numeric
Insulin Numeric
BMI Numeric
Diabetes Pedigree function Numeric
Class {1=Yes, 0=No}

Table 3: Attribute Description of Dataset-1.
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Age Value
Age Numeric
Gender {M,F}
Polyuria Numeric
Polydipsia Numeric
Sudden weight loss Numeric
Weakness Numeric
Polyphagia Numeric
Genital thrush Numeric
Visual blurring Numeric
Itching Numeric
Irritability Numeric
Delayed healing Numeric
Partial paresis Numeric
Muscle stiffness Numeric
Alopecia Numeric
Obesity Numeric
Class {1=Yes, 0=No}

Table 4: Attribute Description of Dataset-2.

Following popular classification algorithms for prediction sys-
tems have been shown with their convenient WEKA name: (Table 
5)

Experimental analysis of classifiers

Generic Classifiers Name WEKA Name
C4.5 Decision Tree J48
Support Vector Machine SMO
K-Nearest Neighbour IBk
Random Forest Random Forest
Stochastic Gradient Descent SGD
Multilayer Perceptron MLP
Bayesian Network Naïve Bayes (NB)

Table 5:  Seven Classification Algorithms.

In table 6 and table7 details of used datasets have been depict-
ed. Table 8 and table 9 provides information about performance 
accuracy factors for both datasets.

Dataset No. of training data No. of test data Total
Dataset-1 66 % 34 % 768

Table 6: Number of instances with Dataset-1.

Data Mining 
Techniques Accuracy

Mean  
Absolute 

Error

Model 
Construction 

Time
Naïve Bayes 77.0115 % 0.266 0s
SMO 79.3103 % 0.2069 0.02s
J48 76.2452 % 0.3125 0.02s
IBk 72.7969 % 0.2729 0.05s
Random Forest 76.2452 % 0.3058 0.06s
SGD 80.8429 % 0.1916 0.02s
MLP 74.3295 % 0.3186 0.57s

It is evident from Figure 4 that the performance of the classi-
fiers is not similar across the data sets. Performance of IBk, MLP, 
J48 and Random Forest is lower in the dataset-1. J48 and Random 
forest result in 76.2452%, while Naïve Bayes and SMO are com-
paratively higher accurate, i.e. 77.0115% and 79.3103% accuracy 
respectively. IBk and MLP perform, poorly among seven classifiers. 

Table 7: Shows the Performance metrics with Dataset-1.

Dataset No. of training data No. of test data Total
Dataset-2 66 % 34 % 500

Table 8:  Number of instances with Dataset-2.

Data Mining 
Techniques Accuracy

Mean 
Absolute 

Error

Model  
Construction 

Time
Naïve Bayes 86.4706 % 0.147 0s
SMO 91.7647 % 0.0824 0.11s
J48 91.7647 % 0.0921 0.03s
IBk 97.0588 % 0.0312 0s
Random Forest 96.4706 % 0.0789 0.24s
SGD 91.1765 % 0.0882 0.08s
MLP 94.1176 % 0.0644 0.76s

Table 9:  Shows the Performance metrics with Dataset-2.

Performance of SGD is the best in the dataset-1. Similarly, The per-
formance of Naïve Bayes, J48, SMO, Random Forest, MLP and SGD is 
higher in the dataset-2. Surprisingly, IBk which performs the least 
in the dataset-1 among all classifiers and displays the best perfor-
mance in the dataset-2. This may be attributed to the relevance of 
features which correctly classify the instances in the data sets.

Figure 4: Classifiers Performance with both data sets.
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Figure 5 shows, the error rate of the classifiers with different 
data sets. It is found that SGD shows the least error in the dataset-1 
and IBK shows the least error in the dataset-2. Overall classifiers 
are performing less errors in the dataset-2.

Figure 5: Classifiers error rate with both data sets.

Discussion
This experiment has been conducted to find the predictive per-

formance of classifier models based for different datasets. Seven 
widely accepted machine learning classification algorithms have 
been selected considering their qualitative performance of the ex-
periment. Two datasets were used for this experiment. For data-
set-1, SGD’s performance was found to be the best with 80.8429% 
accuracy and mean absolute error 0.1916. For dataset-2, IBk was 
the best in performance, i.e. 97.0588% accuracy and mean abso-
lute error was 0.0312. Thus, this work also concludes that IBk clas-
sifier was the best as compared to other classifiers with the lowest 
error rate. Therefore, it can be stated that characteristic of dataset 
is a significant factor to analyse prior to design and develop a dis-
ease risk prediction system for the end users [18-34].

Conclusion
Data mining methods and tools are becoming more promis-

ing to predict risk of diseases depending on the characteristics 
of the dataset used. It’s role in reducing the healthcare cost and 
burden through early risk prediction systems is undeniable. From 
this analysis, it has been observed that performance accuracy may 
vary for disease risk prediction for different datasets. For design-
ing and developing a risk prediction system with better accuracy, a 
prior analysis of the dataset with number of potential data mining 
algorithms is essential.
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