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Abstract
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Facial recognition technology is increasingly utilized for user identification and authentication in various applications. However, 
several variations across the faces are presented in these systems. This made me wonder how important and prevalent biases are 
within these systems, namely across races, genders, and beyond. This study initially investigated biases in facial recognition al-
gorithms, focusing on variations in accuracy based on ethnicity, skin tone, and gender. The research comprises two experimental 
phases. In the first phase, a dataset of facial images from 70,000 individuals, categorized into 11 distinct skin tone groups, was ana-
lyzed to evaluate recognition accuracy. Results revealed significant disparities across skin tones, confirming the presence of inherent 
algorithmic bias. In the second phase, an alternative analysis using the Illinois DOC dataset compared recognition accuracy and False 
Acceptance Rates (FAR) between African American and Caucasian groups under varying thresholds. To address these biases, Per-
spectum, a novel metric, will be developed to quantify errors and biases within facial recognition systems in a way that is practical for 
an enduser making important decisions in a border patrol or law enforcement scenario. Perspectum will be a metric that provides a 
number between 0 and 100 which can be seamlessly integrated into existing face recognition systems, offering a practical solution 
to mitigate bias.

Background and Literature Review

Facial recognition technology (FRT) has become increasingly 
integrated into daily life, from unlocking devices to aiding law en-
forcement. However, its potential to exacerbate racial biases, es-
pecially in policing, has raised significant concerns. Studies reveal 
racial disparities, such as 41% of Black Americans reporting being 
stopped due to their race [1], which highlights the need to under-
stand how FRT may contribute to or mitigate such inequities. No-
tably, FRT has faced challenges in high-stakes situations, like the 
case involving the CEO of United Healthcare, where the technology 
initially failed to identify a suspect due to image quality issues [2].

The effectiveness of FRT has been questioned since its ear-
lier uses post-9/11, where the technology failed to prevent false 
alarms in Tampa, Florida [3]. Moreover, the wrongful arrest of 

Robert Julian-Borchak Williams due to flawed FRT has spurred 
cities like San Francisco to ban its use in legal proceedings [4,5]. 
Research indicates that FRT systems show higher rates of false 
positives for individuals with darker skin tones, attributed to the 
underrepresentation of diverse groups in training datasets [5].

Debates persist on whether FRT algorithms should account for 
race. Some argue for “blinding” models to racial data to reduce bias, 
while others suggest incorporating race to improve accuracy. Light-
ing and shading variations complicate these discussions, as some 
researchers advocate for including skin tone in models, while oth-
ers warn it could perpetuate bias [6-8]. Studies on “blinding” reveal 
that while removing racial identifiers didn’t significantly change ac-
curacy, errors varied across demographic groups, suggesting that 
dataset imbalances, not just awareness of race, drive bias [9].
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In focusing on racial bias, research often contrasts
African Americans and Caucasians, finding that African Ameri-

cans experience higher false positives, particularly under moderate 
tolerances. These findings reinforce the need for fairness in FRT 
systems. Critics argue for a more thorough evaluation of AI sys-
tems, emphasizing data diversity, improved algorithms, and ethi-
cal concerns regarding biased technology in law enforcement. To 
ensure equitable FRT, ongoing research, better data collection, and 
transparency in development are critical.

A few different reasons and solutions behind the differences in 
performance have been researched and proposed. Dark skinned fe-
males have the worst facial recognition performance out of any de-
mographic. However, both skin color and hair have been tested out 
to not be the causes of this. Lip and cheek structure were shown to 
be the cause of the differences in performance. Additionally, pres-
ence makeup on the lips and eyes were presented by the model as a 
strong indication of a female face [10]. Using color-theoretic meth-
ods to systematically lighten or darken skin tones, experiments 
demonstrated little change in classification accuracy, indicating 
that skin tone alone wasn’t the main cause. Instead, performance 
disparities likely stemmed from facial morphology differences and 
correlated features (e.g., makeup cues), suggesting that improving 
fairness requires addressing broader dataset and model biases be-
yond just skin color [11].

Considering the ‘own race bias’ present in humans, a phenom-
enon where humans tend to be better at identifying members of 
their own race, models were created to be representative of models 
from the east asian and western sides of the world. These models 
were found to do better on people from their areas of origin. After 
testing the models on a new dataset, they were found to perform 
better on the new majority present in that dataset, which was cau-
casians [12]. When specifically looking into gender bias in facial 
recognition, the conclusion was drawn that there was a need for 
increased representation of female subjects in facial recognition 
training data for better accuracy. When the balance of data was 
struck, there were far more equal results, without degradation of 
other categories [13].

Additionally, while ROC curves at equivalent FMRs may ap-
pear similar across cohorts, these do not reflect real-world set-
tings where a single threshold is used operationally. Image quality 
(measured via ICAO compliance) differed between demographics 

and partially contributed to these discrepancies, but did not fully 
explain them [14].

The practice of “actionable auditing”—systematic testing and 
public reporting of performance disparities in commercial face rec-
ognition and gender classification systems . Through the creation 
of a specially balanced dataset (with diverse gender and skin-tone 
representation) and the application of color-theoretic and bench-
mark analysis methods, she demonstrated stark biases—particu-
larly high error rates for dark-skinned women—and advocated for 
transparency, policy reforms, and improved dataset practices to 
mitigate such inequalities [15].

When evaluating 200 face recognition algorithms, significant 
demographic disparities were found, particularly in false positive 
rates, which were higher for African American and Asian individu-
als compared to Caucasians. False negatives were also affected by 
image quality, especially for darker-skinned faces. However, the 
most accurate modern algorithms showed minimal demographic 
differences, suggesting that fairness improves with better-de-
signed models and standardized image capture [16].

When looking into gender bias, Attempts to mitigate using dif-
ferent models have been somewhat successful, finding that certain 
models like VGG16 and ResNet50 do help to mitigate the effects, 
however they were still imperfect [17].

A PNAS study compared professional forensic face examiners, 
untrained “super-recognizers,” and deep learning face recognition 
algorithms on challenging image-matching tasks. It found that ex-
pert humans and modern algorithms achieve similar high accura-
cy, but combining human and algorithm judgments yields the best 
performance, suggesting that human–machine collaboration can 
significantly improve forensic face identification reliability [18].

Bias still exists and could benefit from more ways to address it, 
including the human side of judgement.

Dataset
The FFHQ dataset is a rich source of diverse images, featuring 

individuals of varying ages, genders, and races, making it ideal for 
studying facial recognition biases. The dataset’s high resolution 
and diverse conditions, including varying lighting, accessories, and 
image quality, provide a realistic testing environment for facial 
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recognition algorithms. The inclusion of facial landmarks further 
supports advanced analysis, ensuring precise alignment for com-
parison [19]. However, geographic metadata inconsistencies limit-
ed the ability to infer ethnicity or skin tone directly, prompting the 
switch to image-based skin tone analysis using the STONE Library.

The IDOC (Illinois Department of Corrections) dataset, while less 
diverse than FFHQ, offers a substantial sample size, particularly in 
terms of racial representation. With 37,991 African American and 
20,992 Caucasian subjects, the dataset allows for targeted analysis 
of these two racial groups, which are critical for understanding per-
formance disparities in facial recognition systems. The inclusion of 
physical attributes such as weight, height, and eye color provides 

additional context for analyzing potential correlations between fa-
cial features and recognition accuracy. Although the lack of facial 
landmarks and repeated subject images limits some of the analysis, 
the large number of images and detailed demographic data make 
this dataset an essential resource for evaluating how facial recogni-
tion systems perform across different racial and ethnic groups. To-
gether, these datasets complement each other by offering a balance 
of diversity, image quality, and demographic representation, en-
abling more comprehensive insights into facial recognition system 
performance and bias. The combination of these datasets supports 
the study of both general and specific facial recognition challenges, 
allowing for nuanced investigations into how demographic factors, 
such as skin tone and racial background, impact recognition accu-
racy.

Figure 1: Sample Metadata of a user in the FFHQ dataset.

Hypothesis
This project aimed to investigate how variations in skin tone af-

fect the performance of widely used facial recognition algorithms, 
addressing two key questions: How accurately can algorithms dis-
tinguish between individuals with similar skin tones? How effec-
tively can they differentiate between individuals with varying skin 
tones? Given the global reliance on facial recognition technology 
in security, authentication, and law enforcement, it is critical to 

assess whether these systems exhibit biases across different skin 
tones and ethnicities. Subtle differences in skin color, often over-
looked during algorithm design, can significantly impact recogni-
tion accuracy, potentially leading to false matches or identification 
errors. Additionally, while a model might not refer to Skin Color, 
the classification would also account for facial features associated 
with certain races and skin colors, that otherwise we would not be 
able to isolate.

Figure 2: Sample Image from the FFHQ dataset.
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Figure 3: Sample Image from the FFQH dataset with landmarks plotted

To explore these issues, I utilized the FFHQ (FlickrFaces-HQ) da-
taset, which contains 70,000 high-resolution images from diverse 
demographic groups. Skin tones were categorized using the STONE 
(Skin Tone Classifier) Library, which classifies faces into 11 catego-
ries ranging from darkest to lightest. This granular classification 
enabled a detailed analysis of recognition performance across a 
broad spectrum of skin tones. Widely used facial recognition al-
gorithms were evaluated through the Face-Recognition Library, 
focusing on their ability to correctly identify or differentiate be-
tween faces within and across skin tone groups. Key performance 
metrics—true positives, true negatives, and false positives—were 
used to measure system accuracy. While a true positive indicates a 
correct match between identical faces, a false positive occurs when 
two different faces are incorrectly identified as the same person, 
a critical issue in applications like law enforcement. False nega-
tives were not observed in this study due to the dataset’s lack of 
repeated subjects.

To further analyze racial disparities, I focused on African Ameri-
can and Caucasian subjects using preclassified metadata. The al-
gorithm’s performance was tested within each racial group, and 
instances of misidentification (false positives) were compared to 
identify patterns of bias. This allowed for an examination of wheth-
er recognition accuracy varied significantly between these groups, 
shedding light on racial disparities in algorithmic performance. I 
specifically chose African Americans and Caucasians due to both 
the large differences in features and skin tone, and the already ex-
isting racial disparities that could be further affected by algorith-
mic bias.

The hypothesis driving this research was that facial recogni-
tion systems might perform less accurately for individuals with 
darker skin tones due to the historical underrepresentation of 
these groups in training datasets. Conversely, individuals with 
lighter skin tones, often overrepresented, were expected to show 
higher recognition accuracy. By testing across the full spectrum of 
skin tones, this study aimed to uncover disparities and evaluate 
whether the algorithms were skewed toward better recognition of 
lighter-skinned individuals, as suggested by prior studies.

Understanding these biases is critical given the widespread 
deployment of facial recognition in contexts such as policing, bor-
der control, and personal authentication. This research aims to 
contribute to ongoing efforts to improve fairness and equity in AI 
systems, ensuring they work equally well across all demographic 
groups. By quantifying biases and identifying performance gaps, 
the findings highlight the need for more inclusive training datasets 
and algorithmic improvements to mitigate disparities and ensure 
ethical applications of facial recognition technology.

Preprocessing
I initially attempted to infer skin tones using geographic meta-

data from the FFHQ dataset, assuming that regional demographics 
could serve as a proxy for skin tone. However, due to incomplete 
or missing location data, this method proved unreliable. Conse-
quently, I turned to image-based approaches, specifically using 
facial landmark detection to sample skin color from the bridge of 
the nose, a region less prone to shadows or occlusions. I initially 
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used the Fitzpatrick scale to classify skin tones into six categories, 
but this approach faced several limitations. The Fitzpatrick scale’s 
range was too narrow to accurately capture the diversity of skin 
tones in the dataset, and factors like inconsistent lighting, varying 
image quality, and interference from accessories further compli-
cated accurate classification.

To address these challenges, I adopted the STONE (Skin Tone) 
Library, which classifies skin tones into 11 categories (ranging 
from A for darkest to K for lightest), providing a more nuanced and 
continuous scale. This significantly enhanced the classification ac-
curacy, offering a finer distinction between tones compared to the 
Fitzpatrick scale. However, the dataset exhibited significant repre-
sentation imbalances, with darker skin tones (A, B, C) being under-
represented, particularly with only a few dozen to a few hundred 
images in these categories. Mid-range tones were overwhelmingly 
dominant, comprising tens of thousands of images. This imbalance 
highlights broader issues within facial recognition datasets, where 
lighter skin tones tend to be overrepresented, skewing algorithmic 
performance and reinforcing biases in these systems.

Although I initially considered using the Fitzpatrick scale for 
classification, its limitations—particularly the poor RGB value 
mapping, inability to isolate points without possible interference 
from objects and obstructions, and broad, generalized categories—
made it unsuitable for this study’s requirements [20]. The STONE 
Library’s more detailed categorization system offered a far better 
foundation for sorting and comparing skin tones in the images. Ini-
tially, I considered using the Fitzpatrick scale to classify skin tones, 
but it posed several challenges. There was no reliable method to 
map precise RGB values to its categories, and the scale’s limited 

range and generalized classifications proved insufficient for my 
needs [20]. Instead, I adopted the STONE library, which offers a 
more detailed and nuanced categorization, using its defined buck-
ets as the basis for comparing and sorting the images. Additionally, 
STONE did appear to not be accurate to skin tone all the time, expe-
riencing issues when the face had alternative shading, and gener-
ally not always being perfectly accurate to skin tone when the real 
tone differed than what appeared on photo.

In the first FFHQ dataset, we faced an issue of darker skin tones 
being very underrepresented, as we did not have an even distribu-
tion in skin tones. In the second phase, we moved away from purely 
using skin tones, to using a dataset with clearly prelabeled meta-
data on race, the IDOC dataset. The FFHQ dataset had this issue in 
the first phase, but in the second phase, there was a much larger 
amount of both races provided, with tens of thousands of images 
for both races provided in IDOC. For facial recognition analysis, I 
explored a range of libraries. OpenFace, an early consideration, was 
ultimately impractical due to compatibility issues with modern Py-
thon versions and outdated commands [21]. Although I could have 
invested significant effort to resolve these issues, it would have 
been inefficient. Instead, I opted for the Face-Recognition Library, 
which is more modern, actively maintained, and compatible with 
current Python versions [22]. This library provided a robust API 
to generate face encodings and compare them efficiently. The Face-
Recognition Library encodes facial features into 128 floating-point 
values, which are compact yet highly detailed, making them ideal 
for machine-learning applications. Its architecture and ease of use 
allowed me to quickly overcome the challenges posed by Open-
Face, enabling smoother progress in the analysis.

Figure 4: Graph of skin color commonality. A has 30 images, B has 16 images, C has 363 images, D has 8715 images, E has 21408 images, 
F has 19339 images, G has 11799 images, H has 587 images, I has 7487 images, J has 2 images, and K has 7 images. Variances are due to 

distribution of data as analyzed by STONE.
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Figure 5: Sample of skin tone identification and chart of skin tones.

Experimental methodology
For both experiments, I calculated face encodings using the 

Face-Recognition Library, processing 99.65% of the FFHQ data-
set (69,753 usable images). The process involved detecting faces, 
generating unique numerical representations (encodings), and 

comparing them to compute similarity scores and key metrics like 
True Positives, False Positives, and True Negatives. Initially, I used 
the face_distance function to compute Euclidean distances but 
switched to the more efficient compare_faces function, which di-
rectly returns a Boolean result for matches, using a tolerance of 0.5 
to balance sensitivity and specificity.

Figure 6: Sample face encoding.

The experiments consisted of intra-class (same skin tone) and 
inter-class (different skin tones) comparisons across 11 skin tone 
categories (A to K), with 66 sets of pairwise comparisons (11 in-
tra-class and 55 inter-class), involving thousands of image pairs. 
This was computationally intensive, requiring significant process-
ing time and storage. The second experiment focused on African 
American and Caucasian subsets, using a dataset of nearly 70,000 
images.

The first experiment primarily focused on the false positive rate 
(Imposter Score), which is crucial for evaluating the reliability and 
fairness of facial recognition systems. In the second experiment, 
I used the False Acceptance Rate (FAR), calculated as the ratio of 
false positives to the sum of false positives and true negatives, to 
evaluate performance differences between the African American 
and Caucasian subsets. I normalized the data to account for vary-

ing group sizes—skin tone categories ranged from 17 to tens of 
thousands of images, while African American ( 40,000 images) and 
Caucasian ( 20,000 images) subsets required normalization of FAR.

Results from the first experiment showed that no comparison 
set exceeded a 1% false positive rate, but false positives were high-
er among individuals with similar skin tones, indicating difficulty in 
distinguishing between closely matched tones. The second experi-
ment revealed performance disparities across tolerance levels: at 
lower tolerances (0.1–0.4), both subsets performed similarly with 
near-zero FARs. However, at higher tolerances (e.g., 0.9), the Afri-
can American and Caucasian FARs were similar (1.0 vs. 0.94), but 
significant disparities emerged at midrange tolerances. At a toler-
ance of 0.5, the Caucasian FAR was nearly zero, while the African 
American FAR was 0.07. At tolerance 0.6, the gap widened (0.01 
vs. 0.4), peaked at 0.7 (0.13 vs. 0.81), and remained notable at 0.8 
(0.59 vs. 0.97).
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In both experiments, due to a lack of multiple instances for a 
single subject, no false negatives were measured for either dataset.

These findings underscore persistent bias in facial recognition 
systems, particularly at mid-range tolerances, with the system per-
forming worse for African American subjects compared to Cauca-
sian subjects. This highlights the need for further improvements in 
the technology to address these disparities and ensure fairer and 
more accurate performance across all demographics.

Results and Need for Perspectum
The experiments reveal significant issues with the reliability 

and fairness of facial recognition systems. A 1% false positive rate, 
though seemingly low, can have serious consequences in high-
stakes contexts like law enforcement. The increased false positive 

rate among individuals with similar skin tones suggests that the 
system struggles to differentiate subtle intra-group variations, in-
dicating potential bias. This is particularly concerning for under-
represented skin tone categories, where small errors can lead to 
disproportionately negative outcomes. The findings highlight the 
need for improved model training with diverse datasets to ensure 
fairness and accuracy.

Graphs of false positive rates across skin tones (A to K) show 
more frequent misidentifications in extreme lighter tones, likely 
due to the specific FFHQ dataset imbalances. Subtle variations 
within similar skin tones were often misidentified, suggesting limi-
tations in the system’s ability to handle fine-grained differences. 
The second experiment showed high accuracy overall, but a pro-
nounced bias favoring Caucasian subjects, highlighting the need to 
address such disparities.

Figure 7: Graph of all of the skin tone comparison’s false positive rate, excluding ones that have the two same skin colors compared against 
each other.

Figure 8: Graph of all of the skin tone comparison’s false positive rates.

Perspectum
To address these challenges, I propose “Perspectum”, a trust-

worthiness standard for face recognition systems. Perspectum 
aims to quantify bias, assess reliability, and provide a transpar-
ent framework for interpreting the results of facial recognition 

analyses. It introduces a trustworthiness score based on metrics 
such as bias quantification, accuracy disparities, and false-positive 
rates, offering a standardized way to evaluate system performance 
across diverse populations. Furthermore, Perspectum will empha-
size transparency by standardizing reporting formats, ensuring re-
sults are interpretable and actionable.

Figure 9: Graph of all skin tone group comparisons with false positive rates of over 0.5%.
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Figure 10: Graph of false positive rate for all intra-skin tone group face comparisons. The images with no false positives are likely because 
they had a very small number of images, which are 17 for B, 2 for J, and 7 for K.

This framework will be designed for integration into various 
domains, including law enforcement, enterprise applications, and 
consumer platforms, to mitigate risks and uphold ethical stan-
dards. By providing a certification process for face recognition sys-
tems, Perspectum could guide policymakers, legal professionals, 
and developers in making informed decisions about the reliability 
and fairness of these technologies. Ultimately, the adoption of such 
a standard is essential to minimize harm, promote accountability, 
and ensure equitable outcomes in face recognition applications.

The algorithm and logic behind it is as follows: Whenever a Face 
Recognition Algorithm becomes available and is ready for imple-
mentation, Perspectum will run on top of the Face Recognition al-
gorithm as a tool for the user who is evaluating subjects. Perspec-
tum will have a huge facial dataset that continues to improve and 
evolve, collecting different possible faces in the world with com-
binations of different skin tones, racial variations, and other fac-
tors (such as gender and age). Once a face recognition algorithm 
is ready to be used, a predefined dataset from Perspectum will be 

Figure 11: Graph of False Acceptance Rates against Tolerance for black and white comparisons, from 0.1(labeled as 0) to 0.9(labeled as 8).

run through the Face Recognition algorithm to identify the FAR and 
FRR scores for all the users (FRR is False Reject Rate, with an equa-
tion of FP/(TP+FP). Since the current phases have no repeat im-
ages for one subject, it cannot be calculated currently), and it will 
be noted as part of the Perspectum catalog. This is run as part of the 
calibration process before the actual usage.

Now, when a probe (a face that is currently being evaluated) 
comes into the Face Recognition system during the actual usage, 
Perspectum will perform a similarity assessment. It compares 
the probe to all the faces in the predefined dataset, and the most 
similar match of the probe against the dataset is then picked. This 
match is then evaluated against the score that was extracted during 
the FAR and FRR calculations. If the match has a higher FAR, then 
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Figure 12: Decision Table for Perspectum Score Creation.

it is evident that the probe will also have a higher FAR, due to bias 
in the system, and the person needs to be inspected additionally 
—although the system might show a lower risk. If the template has 
a higher FRR, then the person could be flagged as high risk from 
the face recognition system, however, it is because of the systematic 
bias and not the face itself.

Upon looking at this bias, Perspectum will then convert the FAR 
and FRR values to a Perspectum Score that will be provided to the 
agent who is responsible for clearing the subject. If the FAR and 
FRR values are outside of a threshold (less than 80% and more 
than 20%) it will then convert to a Perspectum score between 0 
and 100. This score becomes a value that can be acted upon the 
probe if it is severe or acceptable before making a decision.

Figure 13: Architecture Diagram for Perspectum.

28

Citation: Aditya Chiduruppa and Praveen Kumar Pandian Shanmuganathan. “Analyzing Bias in Face Recognition and Addressing it with the Perspectum 
Tool". Acta Scientific Computer Sciences 7.7 (2025): 20-30.

Analyzing Bias in Face Recognition and Addressing it with the Perspectum Tool



Conclusion and Future Works
The data reveals a significant bias in facial recognition systems, 

particularly when distinguishing individuals with similar skin 
tones. This bias increases the risk of false positives, which can lead 
to racial profiling and discrimination, particularly in law enforce-
ment contexts. Higher false positive rates among certain racial or 
ethnic groups could lead to unjust surveillance or wrongful accusa-
tions, exacerbating existing systemic biases. Additionally, overrely-
ing on skin tone or racial features in algorithms can undermine ac-
curacy and fairness, eroding public trust in the technology.

To mitigate this, reducing the influence of skin tone in facial rec-
ognition models is essential. “De-biasing” the models by limiting re-
liance on racial features or training them on more diverse datasets 
can improve accuracy across demographic groups. Minimizing the 
focus on race can also reduce human biases embedded in machine 
learning systems. As next steps, we would like to conduct further 
research into other factors, such as facial hair, aging, gender, etc. 
to analyze their impact and relevance. While achieving perfect bal-
ance may be difficult, addressing these biases directly by providing 
users with clear accuracy indicators can help. Ultimately, improv-
ing fairness and accuracy is crucial for ensuring that facial recogni-
tion technology serves as a reliable and equitable tool for security, 
without perpetuating racial disparities.

As our next step, we will perform a rigorous inter and intra class 
comparison to isolate where the bias originates and where it is 
more prominent. Intra-class will quantify how skin tone, illumina-
tion, pose, facial hair, occlusions and aging affect the genuine and 
imposter scores for the same individual. We plan to measure intra-
class variance, genuine score distribution and imposter score dis-
tribution. On the Inter-class analysis, we will look for imposter pair 
separability across and within skin tone groups to detect where 
False positives are higher and will report on the same.
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