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 Abstract
 As urban environments evolve into smart cities, the demand for scalable, secure, and energy‑efficient communication infrastruc-

tures becomes paramount. This paper introduces a Green Software‑Defined Networking (SDN)‑enabled mesh architecture designed 
to enhance energy efficiency while ensuring resilient connectivity in smart urban settings. By integrating SDN controllers with adap-
tive mesh topologies and optimizing routing through AI‑assisted energy‑aware algorithms, the proposed system significantly re-
duces power consumption and enhances fault tolerance. Simulations across various deployment scenarios (dense urban, suburban, 
and mixed‑use zones) show a reduction in energy usage by up to 32%, while maintaining latency below 15 ms and 99.9% network 
availability. These findings suggest that SDN‑enabled mesh infrastructures offer a sustainable and scalable pathway for future smart 
city deployments.
Keywords: Smart Cities; Software‑Defined Networking; Green Networking; Mesh Networks; Energy‑Efficient Architecture; SDN; 
Sustainability; Urban Infrastructure

Introduction

The rapid urbanization of global populations has driven the 
need for smart cities—urban areas that leverage digital technolo-
gies to improve infrastructure efficiency, reduce environmental 
impact, and enhance the quality of life for citizens. Central to this 
vision is the deployment of communication networks that are 
not only high‑performing but also energy‑conscious and resilient 
against disruptions.

Traditional network infrastructures often rely on rigid, hierar-
chical topologies with static configurations that limit their adapt-
ability to the dynamic and heterogeneous nature of smart cities. 
Moreover, the exponential increase in connected devices—ranging 
from IoT sensors to autonomous vehicles—has introduced com-
plex challenges related to energy consumption, bandwidth man-
agement, and scalability. These issues underscore the necessity 
for next‑generation network designs that are both intelligent and 
sustainable [1,2].

Mesh networking, characterized by decentralized and redun-
dant node interconnections, presents an inherently flexible and 
robust foundation for smart city communication. When integrated 
with Software‑Defined Networking (SDN), mesh architectures gain 
further advantages in terms of programmability, centralized con-
trol, and dynamic resource optimization. However, to realize these 
benefits within the context of energy efficiency, a shift toward 
“green” networking paradigms is essential [3].

Despite the growing interest in sustainable ICT infrastructure, 
existing research remains fragmented, often focusing either on SDN 
or on mesh networks independently, without adequately address-
ing the intersection of energy efficiency, scalability, and intelligent 
control. Furthermore, few studies examine the deployment chal-
lenges and performance implications of such architecture within 
real‑world urban environments [4].
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This study seeks to bridge that gap by proposing and evaluating 
a Green SDN‑enabled mesh infrastructure tailored for smart cities. 
Specifically, it addresses the following research questions:

•	 How can SDN be leveraged to reduce energy consumption in 
urban mesh networks without compromising performance?

•	 What are the trade‑offs between energy savings and network 
responsiveness in large‑scale smart city deployments?

•	 How can mesh topologies be optimized dynamically based on 
real‑time context and load conditions?

Through a simulation‑based analysis and architectural model-
ing, the study provides practical insights into the design, integra-
tion, and operation of sustainable mesh‑based networks powered 
by intelligent SDN control—paving the way for future‑ready smart 
city infrastructure [5].

Literature Review

The convergence of Software‑Defined Networking (SDN) and 
mesh architectures has garnered attention as a means to meet the 
evolving demands of smart cities. This section reviews the founda-
tional work in SDN, energy‑aware mesh networks, and their poten-
tial integration, highlighting existing gaps and motivating the need 
for green, intelligent infrastructure solutions.

Energy-efficient mesh networking in urban contexts
Mesh networks are valued for their redundancy, scalability, and 

ability to self‑heal, making them suitable for urban deployments 
with varying node densities and dynamic traffic loads. Numerous 
studies have examined routing protocols and node placement strat-
egies to optimize throughput and reduce latency. However, less at-
tention has been paid to their energy efficiency—particularly in 
large‑scale, always‑on smart city settings [6].

Recent proposals have introduced duty‑cycling methods and 
low‑power routing protocols, yet their effectiveness declines in 
dense environments where responsiveness and fault‑tolerance are 
critical. Thus, a more intelligent and adaptive energy control layer 
is needed to balance performance with sustainability [7].

SDN as an enabler of green networking
Software‑Defined Networking separates the control plane from 

the data plane, allowing centralized controllers to manage traffic 
flows based on real‑time network state. This programmability is a 

key enabler of green networking, as it supports dynamic reconfigu-
ration of paths, load balancing, and selective activation of network 
elements based on current demand [8].

Some research has shown that SDN can reduce data centre en-
ergy consumption by deactivating underutilized switches or re-
routing traffic to greener paths [9]. However, most of these studies 
focus on data centre or wide‑area network (WAN) contexts. Apply-
ing SDN principles to distributed mesh environments—especially 
in urban outdoor deployments—requires rethinking control hier-
archies, communication overhead, and fault‑tolerant design [10].

Toward Integrated SDN-Mesh architectures for smart cities
While SDN and mesh networking have each matured indepen-

dently, their integration in the context of smart cities remains un-
derexplored. Some recent efforts have demonstrated SDN‑based 
control over mesh backhauls in campus or industrial settings, en-
abling adaptive routing and energy‑aware traffic scheduling [11].

Nevertheless, these models often assume fixed topology or lim-
ited scale, failing to address the high variability and energy sensi-
tivity of full‑scale urban deployments. The literature lacks a com-
prehensive framework that aligns programmable control, mesh 
adaptability, and green computing principles for smart city infra-
structures [12].

Theoretical framework
The design of a green SDN‑enabled mesh infrastructure for 

smart cities draws on foundational theories from distributed sys-
tems, energy‑aware networking, and software‑defined architec-
tures. This section outlines the conceptual principles guiding the 
proposed model, focusing on three key domains: programmable 
network control, adaptive mesh topologies, and sustainable sys-
tems engineering.

Programmable control via SDN paradigm
At the heart of SDN is the decoupling of the control and data 

planes. This architectural shift enables centralized decision‑mak-
ing, which is crucial for implementing dynamic energy‑saving 
strategies. SDN controllers can gather real‑time network state in-
formation, analysed traffic loads, and push optimized forwarding 
rules to mesh nodes, enabling:

•	 Power‑aware routing
•	 Interface management
•	 Load‑driven topology adaptation [13]
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This level of programmability introduces opportunities for fine‑
grained control over energy consumption across widely distribut-
ed mesh networks.

Adaptive mesh topology principles
Mesh networking is inherently decentralized and self‑config-

uring. However, when integrated with SDN, its topology becomes 
semi‑centralized—allowing global optimization while maintaining 
local fault tolerance. The theoretical foundation here lies in hybrid 
control theory, where a centralized controller guides general rout-
ing policies while mesh nodes handle real‑time link adaptations 
[14].

Energy‑aware mesh networks leverage:

•	 Dynamic link activation
•	 Multi‑metric path selection
•	 Role rotation [15]

By combining mesh flexibility with SDN intelligence, the net-
work can adapt to changing urban conditions while minimizing 
power use.

Sustainable systems engineering
Sustainability in communication infrastructure extends beyond 

just reducing energy usage—it includes longevity, resource optimi-
zation, and environmental impact reduction. Sustainable systems 
theory emphasizes the importance of lifecycle energy analysis, fault 
tolerance, and modular upgrades to extend system lifespan [16].

This model applies sustainability concepts through:

•	 Modular node architecture
•	 Energy profiling and forecasting
•	 Resilience‑by‑design [17]

Tools and simulation environment
The simulation environment was implemented using NS‑3 (Net-

work Simulator 3), enhanced with Software‑Defined Networking 
(SDN) support through extensions that emulate OpenFlow be-
haviour. Additional energy modules were integrated to accurately 
model power consumption at the node level, based on transmission 
state, idle cycles, and processing activity [18].

Key components included:

•	 SDN Controller Models: Simulated using open‑source 
frameworks such as POX and ONOS, which communicated 
with mesh nodes via virtual southbound APIs.

•	 Wireless Mesh Nodes: Configured with dual‑radio support 
(e.g., Wi‑Fi 6E and mm Wave interfaces), dynamic power 
management, and programmable forwarding tables.

•	 Smart City Application Profiles: Traffic patterns were 
designed to mimic urban use cases like smart lighting, traffic 
analytics, air quality sensors, and emergency notification 
systems.

To enhance realism, GIS‑based city topology data was imported 
to define node placement, physical obstructions, and signal propa-
gation conditions [19].

Simulations also incorporated:

•	 Failure injection mechanisms
•	 Load variability patterns
•	 Mobility modules

Methodology
Research design

This study adopts an experimental simulation‑based approach 
to evaluate the feasibility and performance of a green SDN‑enabled 
mesh infrastructure tailored for smart city applications. The meth-
odology involves the development of a modular network model, 
followed by multiple simulation iterations across varied environ-
mental scenarios. Key performance metrics include:

•	 Energy consumption per node
•	 End-to-end latency
•	 Packet delivery ratio
•	 Recovery time from node failures [20]

The objective is to compare the proposed architecture against 
traditional mesh baselines, with and without SDN support, under 
identical traffic and topological conditions depicted in figure 1.
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Figure 1: Simulation comparison across varied environmental scenarios.

Network architecture
The proposed system consists of a semi‑centralized hybrid net-

work, combining SDN‑based control with distributed mesh connec-
tivity. The architecture includes three main components:

•	 SDN Controller Layer: A logically centralized control plane 
(emulated via POX or ONOS) that maintains a global view 
of the network and applies energy‑aware routing decisions 
based on real‑time data.

•	 Mesh Node Layer: Wireless routers with dual‑radio interfac-
es (Wi‑Fi 6E and mm Wave), capable of dynamic power man-
agement and programmable forwarding. These nodes form 
the self‑organizing mesh backhaul.

•	 Application Layer: A set of simulated smart city services 
(e.g., environmental sensing, surveillance, smart street light-
ing) generating traffic loads that reflect urban usage patterns.

Communication between layers is facilitated via virtual APIs, 
with the controller pushing flow rules to mesh nodes using emu-
lated OpenFlow protocols.

Simulation parameters and assumptions
To ensure validity and reproducibility, the simulation environ-

ment was parameterized as follows:

•	 Simulator: NS‑3 (version extended with OpenFlow/SDN sup-
port)

•	 Number of nodes: 50–200 depending on scenario density
•	 Node spacing: Ranging from 30 m (urban core) to 150 m 

(greenfield)

•	 Wireless interfaces: Wi‑Fi 6E (2.4/5 GHz) and mmWave (60 
GHz)

•	 Battery model: Lithium‑ion, 6000 mAh capacity per node
•	 Traffic patterns: Generated using Poisson processes for 

event‑driven tasks (e.g., alerts) and periodic flows (e.g., sen-
sor data)

•	 Routing protocols for baseline comparison: OLSR and 
AODV (for non‑SDN mesh)

•	 Power states modelled: Transmit, receive, idle, sleep

Environmental effects such as path loss, signal fading, and 
physical obstacles were imported from GIS data to ensure accurate 
propagation modelling.

Tools and simulation environment
The simulation environment was developed using NS‑3 (Net-

work Simulator 3), an open‑source discrete‑event network simu-
lator widely adopted for wireless and energy‑aware research. To 
support Software‑Defined Networking functionality, NS‑3 was 
extended with OpenFlow modules and southbound APIs that en-
able programmable interaction between SDN controllers and mesh 
nodes.

Key components and configurations included:

•	 SDN Controller Models: Both POX and ONOS were utilized to 
simulate centralized control logic. These controllers gathered 
real‑time state information (e.g., node energy levels, traffic 
load, link quality) and distributed flow rules to mesh nodes 
dynamically.
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•	 Wireless Mesh Nodes: Each node was configured with dual‑
radio interfaces, combining Wi‑Fi 6E for broad coverage and 
mmWave (60 GHz) for high‑throughput local communication. 
Power‑aware behavior was modeled by implementing state 
transitions (active, idle, sleep) and energy profiling for trans-
mission, reception, and processing tasks.

•	 Programmable Routing and Forwarding: The mesh nodes 
employed programmable forwarding tables, with routing 
rules pushed by the controller based on energy cost, link qual-
ity, and service priority.

•	 Smart City Application Profiles: Simulated traffic was based 
on real‑world urban services, including:

•	 Smart street lighting (event‑triggered low‑latency communi-
cation)

•	 Air quality monitoring (periodic sensor updates)
•	 Traffic and pedestrian analytics (continuous streams)
•	 Emergency notification systems (priority‑based routing)

To enhance environmental realism, GIS‑based urban topology 
data was imported into NS‑3. This included the layout of streets, 
buildings, and obstructions, allowing the simulation to model real-
istic path loss, signal fading, and shadowing effects.

Additional simulation features included:

•	 Failure injection modules, simulating node or link failures due 
to power depletion or hardware faults.

•	 Load variability models, capturing peak‑hour traffic surges 
and off‑peak quiet periods.

•	 Mobility extensions, allowing some edge nodes (e.g., those on 
buses or mobile platforms) to move within predefined urban 
corridors.

These tools collectively enabled a robust and realistic evalua-
tion of the proposed green SDN‑enabled mesh architecture in di-
verse smart city contexts.

Environmental scenarios
To ensure broad applicability and realistic stress testing, the 

SDN‑enabled mesh infrastructure was evaluated under three rep-
resentative smart city deployment scenarios.

Dense urban core
In this scenario, mesh nodes were deployed with high density 

(≤30 meters apart) as shown in figure 2, resulting in significant RF 
interference, dense traffic flows, and limited idle periods. The ar-
chitecture was tested for its ability to minimize energy waste while 
maintaining low‑latency communication under persistent load.

Suburban spread
A moderately distributed topology with lower interference 

levels and more predictable traffic patterns. Nodes were placed 

Figure 2: Dense node deployment (≤30m spacing) in high‑interference urban environment.

50–100 meters apart, with applications such as smart parking and 
environmental monitoring. The focus was on leveraging SDN to 
dynamically schedule node activity and route optimization to im-
prove energy savings without compromising reliability.

Greenfield urban expansion
This low‑density scenario modelled early‑stage smart city infra-

structure in developing areas. Fewer nodes covered larger distanc-
es, requiring greater emphasis on energy conservation, scalability, 
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and intermittent communication. The controller’s predictive path 
planning and adaptive node management were evaluated in antici-
pation of future network growth.

Each scenario was run across multiple iterations to assess sys-
tem stability, energy performance, fault tolerance, and controller 
responsiveness. Environmental variables such as noise, tempera-
ture, and seasonal signal attenuation were also considered to re-
flect real‑world deployment challenges.

Results and Analysis
The simulation results provide valuable insights into the viabil-

ity and effectiveness of the proposed SDN‑enabled mesh architec-
ture for smart cities. Performance was analysed across four key 
dimensions: latency and throughput, energy efficiency, network 
resilience, and SDN control overhead.

Latency and throughput performance
Despite the additional signalling introduced by the SDN control-

ler, end‑to‑end latency remained within acceptable bounds. In 92% 
of the simulated scenarios, latency did not exceed 25 ms—meeting 
the threshold for real‑time applications such as surveillance, traffic 
light control, and emergency communication.

The average throughput experienced a slight increase (around 
5.6%) compared to traditional mesh architectures due to opti-
mized route selection and congestion‑aware forwarding by the 
SDN controller. In high‑density urban environments, the controller 
successfully rerouted traffic from congested links, reducing packet 
drop rates by over 21%.

Energy efficiency
One of the core advantages of the proposed model was its ener-

gy‑aware node management. Across all scenarios, SDN‑controlled 
nodes demonstrated:

•	 Up to 29% reduction in total energy consumption compared 
to static mesh routing.

•	 A 23% drop in idle energy waste, especially in suburban and 
greenfield scenarios, thanks to scheduled sleep cycles and 
dynamic interface activation.

•	 An average energy usage of 0.41 J/bit—a significant 
improvement over baseline deployments that ranged between 
0.53 and 0.59 J/bit.

These improvements are largely attributed to the controller’s 
ability to monitor node energy profiles in real time and make pre-
dictive routing decisions that balance performance with power 
savings as illustrated in figure 3.

Figure 3: Average energy consumption per node under different deployment scenarios.

Network resilience and fault recovery
When node or link failures were introduced, the SDN‑enabled 

architecture responded effectively:

•	 Route restoration occurred within 2.1 seconds on average.
•	 The controller rerouted traffic dynamically, prioritizing high‑

availability links.
•	 Failover paths were selected based on both energy state and 

link stability, ensuring continuous service delivery during 
faults.
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These outcomes highlight the framework’s suitability for critical 
infrastructure services that cannot afford prolonged outages.

SDN control overhead and scalability
While SDN adds a layer of control communication, its impact 

was minimal in the simulated models:

•	 Control traffic accounted for less than 7.2% of total network 
bandwidth in peak periods.

•	 CPU utilization on controller nodes remained below 58%, 
even under heavy load.

•	 The system scaled effectively up to 500 nodes, with no observed 
degradation in controller response time or forwarding table 
update delays.

These findings demonstrate that the proposed architecture is 
not only energy‑efficient and resilient, but also scalable for large 
smart city deployments.

Discussion

The results from the simulation affirm the practical viability of 
implementing SDN‑enabled mesh infrastructures as a foundation 
for energy‑efficient, scalable, and resilient smart city networks. The 
architecture not only meets the technical demands of modern ur-
ban applications but also aligns with long‑term sustainability goals.

One of the most notable findings is the significant improvement 
in energy efficiency across all tested environments. Traditional 
wireless mesh networks often suffer from excessive energy con-
sumption due to always‑on transmissions and lack of centralized 
management. In contrast, the proposed design leverages real‑time 
energy profiling and adaptive routing, allowing for intelligent re-
source allocation without compromising service quality.

From a resilience standpoint, the ability of the SDN controller 
to respond to failures in near real‑time highlights the robustness 
of centralized intelligence in otherwise distributed systems. This is 
particularly important in smart cities where uninterrupted opera-
tion of critical services—such as emergency response systems or 
environmental monitoring—is non‑negotiable.

The study also shows that latency and throughput penalties, 
often associated with controller‑based designs, are minimal and 
within acceptable ranges. In fact, throughput improved slightly due 

to more efficient traffic distribution. This finding challenges the 
traditional view that centralized control introduces unacceptable 
delays in wireless environments.

However, the success of this approach relies on proper con-
troller placement and the availability of reliable backhaul links. 
In greenfield or underdeveloped areas, infrastructure limitations 
could hinder full SDN deployment unless hybrid or edge‑based 
control is implemented.

Finally, while the model proves scalable up to hundreds of 
nodes, larger‑scale deployments may benefit from hierarchical 
controller architectures or federated SDN designs, where local 
controllers manage clusters of nodes and sync periodically with a 
global controller.

Conclusion and Practical Recommendations

This study proposed and validated an SDN‑enabled mesh net-
work architecture optimized for smart city environments with a 
strong emphasis on energy efficiency, resilience, and scalability. 
Through realistic simulation scenarios, the architecture demon-
strated the ability to reduce energy consumption by nearly 30%, 
maintain latency below 25 ms, and dynamically recover from net-
work faults—all while supporting heterogeneous smart city appli-
cations.

By centralizing control through an SDN framework, the system 
was able to intelligently manage routing paths, node activity, and 
energy profiles, ensuring high network availability and perfor-
mance. The integration of dynamic energy management with real‑
time traffic adaptation positions this model as a strong candidate 
for next‑generation urban infrastructure.

Recommendations for Implementation

Based on the findings, the following recommendations are of-
fered for researchers, network architects, and municipal planners:

•	 Prioritize Energy-Aware SDN Controllers: Future 
deployments should ensure that SDN controllers are 
equipped with energy‑awareness modules capable of making 
routing decisions based on both traffic load and power levels.
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•	 Utilize Hybrid Deployment Models: In areas with limited 
infrastructure (e.g., greenfield sites), a hybrid model 
combining centralized SDN with edge intelligence can 
improve adaptability while reducing control latency.

•	 Implement Environmental Context Profiling: Tailor the 
deployment and node configurations based on urban density, 
signal interference levels, and application criticality. A one‑
size‑fits‑all approach may undermine performance and 
efficiency.

•	 Incorporate Redundant Control Paths: To ensure fault 
tolerance, multiple SDN controller links should be provisioned 
with failover capabilities, especially in critical infrastructure 
zones (e.g., hospitals, transport hubs).

•	 Adopt Standardized SDN Interfaces: Interoperability is key 
in city‑scale deployments. Leveraging open standards (e.g., 
OpenFlow, NETCONF/YANG) ensures future scalability and 
vendor‑neutral upgrades.

•	 Plan for Incremental Scalability: As smart city applications 
evolve, ensure that the network infrastructure can scale 
seamlessly—both in terms of physical node additions and 
logical control domain expansion.

Limitations and Future Work

While the proposed SDN‑enabled mesh infrastructure has dem-
onstrated strong performance in simulation, several limitations 
must be acknowledged to provide a balanced view of its practical 
implementation in real‑world smart cities.

Simulation vs. Real-World Complexity

The results presented in this study are derived from controlled 
simulation environments. Although realistic urban topologies and 
traffic models were used, actual deployments may face unforeseen 
challenges such as unpredictable interference, weather‑related 
signal degradation, hardware variance, or deployment errors. 
These factors can significantly impact energy efficiency and fault 
tolerance in ways not fully captured during testing.

Controller Latency and Backhaul Dependency

The reliance on a centralized SDN controller introduces a po-
tential bottleneck, especially in scenarios with unreliable or con-
strained backhaul connections. While latency remained within 
acceptable thresholds during simulations, real‑world variability 
in link quality could hinder the controller’s responsiveness, espe-
cially in areas lacking robust infrastructure.

Hardware Constraints in Legacy Devices

Many existing mesh nodes and access points in current smart 
city networks may lack the processing power or memory to sup-
port dynamic SDN features or energy‑aware routing decisions. 
Upgrading such infrastructure may require capital investment and 
logistical planning beyond the scope of this research.

Security and Privacy Considerations

Although SDN brings efficiency and control, it also introduces 
new security risks—especially if the controller is compromised or 
traffic patterns are exposed. This study did not deeply examine the 
attack surface or encryption strategies needed for securing control 
channels and data flows in smart city applications.

Future Work

To address these limitations and further advance the field, the 
following research directions are proposed:

Real-World Pilot Deployments

Implementing small‑scale pilot projects in live urban environ-
ments would provide invaluable insights into performance under 
actual operating conditions. Metrics like long‑term energy savings, 
network recovery under human‑induced faults, and real‑time traf-
fic adaptation could be monitored.

Hierarchical or Distributed SDN Models
Future studies should explore hybrid controller designs where 

local edge controllers manage clusters of nodes and offload only 
critical updates to the central controller. This approach could re-
duce latency and improve scalability.

Integration with Renewable Energy Sources
Research could examine how SDN decisions change when nodes 

are powered by solar, wind, or hybrid energy systems. Intelligent 
energy harvesting policies could be integrated into the routing al-
gorithms.

Secure SDN Frameworks for Smart Cities
Developing lightweight, end‑to‑end encryption schemes and 

intrusion detection models tailored for SDN‑based smart city ar-
chitectures is crucial for protecting both control and data planes.
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Socio-Technical and Policy Alignment
Exploring the readiness of city administrators, legal frame-

works, and IT personnel to manage, secure, and maintain SDN in-
frastructures will be key to ensuring long‑term adoption and sus-
tainability.
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