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Abstract
 A number of methods are utilised for the analysis of tweets based information extraction. Natural Language Processing (NLP) is 

a branch of artificial intelligence that enables us to understand human sentences and words. NLP combines rule-based modelling of 
human language combined with statistical, machine learning and deep learning models. This research work aims at using NLP for 
disaster tweet classification using pipelines. Tweets are highly unstructured in nature and hence text pre-processing is an important 
phase which involves removing unwanted and irrelevant words from the tweets. NLP pipeline is a set of steps followed to build end 
to end NLP software including text pre-processing, feature extraction and modelling. Pre-processing is done using tokenization, stop 
words removal, lemmatization and feature extraction using TF-IDF transformer. To analyse the tweets based informations, classifi-
cation algorithms are used. The classification algorithms Support Vector Machine, MLP, Adaboost and Multinomial NB are used to 
classify the tweets and the best performing classifier is identified. 
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Introduction
Text mining or Text Analytics is an artificial intelligence tech-

nology that uses NLP to convert the raw text in human readable 
form into structured data suitable for analysis using machine 
learning techniques [1]. The structured data can be used for de-
scriptive and predictive analytics. NLP uses techniques to inter-
pret vagueness in human language like automatic summarization, 
parts-of-speech tagging, entity extraction, NLP understanding and 
recognition. NLP finds application in many areas including email 
spam/ham filtering, smart assistant, language translation, search 
engines, text analytics etc. [2]. 

Social media platforms are a common choice for people to ex-
press their feelings and the amount of data generated is enormous. 

This provides an insight into the sentimental reaction of people us-
ing various data analytics tools and algorithms. Such analysis using 
advanced machine learning algorithms can be utilized by emer-
gency/disaster management teams [3]. The challenging part here 
is the identification of tweets that indicate information pertaining 
to disaster. Hence it is vital to develop a solution to enhance the 
ability of machine learning algorithms. The aim of this work is to 
employ data analytic techniques to build a classification model that 
can accurately identify tweets referring to real disasters. The Or-
ganization of the paper is as follows: section 2 describes related 
work done by researchers, section 3 explains the architecture of 
NLP pipeline, section 4 discusses the result analysis and finally sec-
tion 5 concludes the findings of the research work.
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Related work

The use of data from social networks has increased in recent 
years for sentiment analysis, political campaigns, product rating 
etc. Many researchers have investigated using various data analytic 
tools and techniques. A voting classifier was proposed for senti-
ment analysis which is based on logistic regression and stochastic 
descent classifier in 2019 by a researcher Rustam., et al. [4]. Do-
main specific seed list was used to build user profile using twitter 
data which helps in providing personalized recommendations in 
2020 [5]. A web based application was developed to classify tweets 
into four categories of topics in 2016 by researcher Indra., et al. 
Tweets are fetched, pre-processed, feature extracted and machine 
learning techniques applied [6]. Stemming is used popularly by 
researchers and a researcher Ahmad., et al. in 2016 analysed the 
influence of stemming on tweet classification [7]. Recently in 2022, 
users sentiments were analysed using techniques such as tfidf, 
word2vec, glove and fast text to obtain feature subsets [8] and Clas-
sifying sentiments was done using lexicon based approach where 
seven classifiers were used to classify the tweets [9]. In 2023, a 
twitter based disaster response system that uses recurrent nets for 
training the classifier was used [10]. 

NLP pipeline 

Twitter has become an important communication media in 
times of emergency and as a tool for recreation. People are more 
inclined to use their mobile phones during emergency situations 
to seek help. Twitter has become a popular choice and disaster re-
lief organizations are interested in monitoring twitter messages. 
Tweets are not always clear in terms of the context. The challenge 
is to identify the tweets that are about the real disaster and which 
are not.

Data set description

The dataset was created by figure-eight company that has 
10000 tweets that were hand classified and the dataset was ob-
tained from kaggle competition run by kaggle.com. The dataset 
contains a unique identifier for each tweet, the text of the tweet, the 
location of the tweet, a keyword from the tweet and target denot-
ing whether the tweet is about a real disaster or not. If the tweet is 
about a real disaster, it is assigned a value 1 and 0 otherwise. 

Data pre-processing

The tweets are not structured and need to be pre-processed. 
Figure 1 shows the architecture of the NLP pipeline used in this re-
search work. This research work uses python for exploratory data 
analysis implemented in jupyter notebook. The text of the tweet 
is tokenized by a user defined function tokenize that pre-process 
the text data. The entire text is converted to lowercase and special 
characters, symbols and mail ids are removed. The text is then split 
into words using natural language toolkit library (NLTK). This is 
an important step as words are required for further analysis. Stop 
words are words that occur commonly across all the documents 
and do not add much information to the text. Such stop words are 
removed from the text using stop word removal available in NLTK. 
Lemmatization is the process of grouping words together so as 
to analyse them as a single item [11]. It links words with similar 
meanings to one word. Lemmatization is applied to the text data 
and clean tokens are obtained. 

Feature extraction is the process of transforming raw data into 
numerical features while preserving the information in the original 
dataset. Count Vectorizer is used to convert text into a matrix of 
word counts called document term matrix where terms are repre-
sented as columns and documents as rows known as bag of words 
[12]. TfidfTransformer is the feature extraction method used. Tfidf 
means term-frequency times inverse document-frequency [13]. 

IDF= log[(1+D) / (1+df(d,t))] + 1

Where D is the number of documents and df(d,t) is the number 
of documents a term has appeared in the document term matrix. 
The Tf-idf scores are computed using the above formula.

Figure 1: Pipeline Architecture.
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The pre-processed text data is classified using various clas-
sifiers and the performance of the classifiers is compared in this 
work. The classifiers used in this research work are support vector 
machines, multilayer perceptron, adaboost, multinomial NB and 
random forest. The parameters of the classifiers are modified to 
obtain best performance. The performances of the classifiers are 
measured using precision, f-score and accuracy. 

Results and Discussion

The tweets are pre-processed by converting to lower case let-
ters, substituting special characters, punctuations by empty string 
using regular expressions. The text is then converted to words by 
word_tokenize function available in python. Stop words are then 
removed from the bag of words. Words with similar meaning are 
grouped together using lemmatization and clean tokens are ob-
tained. A sample of the tokens obtained is given below. Figure 2 
shows the raw text data of the tweets and figure 3 shows the pre-
processed data.

Figure 2: Raw Tweets data.

Figure 3: Pre-processed Tweets.

A countvectorizer is used to count the number of words in the 
pre-processed tweets and idf values are computed. The lower the 
idf value of a word, the less unique it is to any particular docu-
ment. The idf values for some of the words found in a particular 

tweet is given in the table 1. The words grief, broken, bioterror-
ism etc have the same idf values indicating the importance of such 
words in classifying a tweet as related to disaster. 

Table 1: Result of idf values for the tweets.

Tweets idf_weights Tweets idf_weights
Grief 6.942799 Bit 6.942799

Broken 6.942799 Crashes 6.942799
Planned 6.942799 Smithsonian 6.942799
Wrong 6.942799 Secret 6.942799

Bioterrorism 6.942799 British 6.942799

The tfidf scores are computed and the more common the words 
across documents, the lower its score. The more unique a word is 
to a document, the higher the score. The table 2 shows the tfidf 
values of the words found in a tweet. The tfidf values always scale 
between 0 and 1. The higher the value, more relevant is the word 
to the document. The word ‘wrap’, ‘female’ are more relevant to the 
document than the word ‘news’. 

Table 2: Values of tfidf for the tweets.

Tweets tfidf weights Tweets tfidf weights
Wrap 0.352813 Afghanistan 0.318118

Female 0.341033 Un 0.318118
Warns 0.331896 Rise 0.275129

Iraq 0.32443 Child 0.273131
Casualties 0.26284 News 0.192895

The pre-processed text data with tfidf values are classified as 
text pertaining to disaster or not using the classifiers mentioned 
above. Table 3 shows the results of classification obtained using the 
classifier Multinomial NB. 

The text in table 3 refers to the tweets obtained from twitter and 
the target refers to the classification as disaster or not classified by 
the classifier. In table 3, the tweets pertaining to natural disaster 
are classified with a value 1 and the tweets not pertaining to disas-
ter are classified with a value 0. The tweet,” there is a forest fire at 
spot pond, geese are fleeing across the street, I cannot save them 
all”, is classified as disaster with a value 1 whereas the tweet,” Who 
is bringing the tornadoes and floods. Who is bringing the climate 
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Figure 5: F Score measures of the classifiers.

Figure 4: Accuracy measures of the classifiers.

Table 3: Results of classification using Multinomial NB.

Text Target
And Kolkata is struck by a Cyclonic Storm. Sumthng big 

is gonna happen 2day evng. Heavy rains nd a violent 
storm approachng. God help us.

1

Heard about #earthquake is different cities, stay safe 
everyone.

0

there is a forest fire at spot pond, geese are fleeing 
across the street, I cannot save them all

1

Apocalypse lighting. #Spokane #wildfires 1
Hey! How are you? 0

We’re shaking...It’s an earthquake 1
Why is it that my pinky feels like it’s lit on fire ? #freaky 0

Who is bringing the tornadoes and floods. Who is 
bringing the climate change. God is after America He is 

plaguing her

0

change. God is after America He is plaguing her” is classified as not 
a disaster. The tweet, “Heard about #earthquake is different cities, 
stay safe everyone” discusses about earthquake which is a natural 
disaster and it is not classified as disaster. Though the words fire, 
flood, earthquake and tornadoes are specified, it is not classified as 
disaster as the tweet discusses some disaster but it does not per-
tain to a disaster requiring help from disaster management team. 

The performance of the classifiers in terms of the precision, re-
call and accuracy are discussed as shown in figure 4. Accuracy is 
how close a measured value is to the true value [14]. SVC has the 
highest accuracy followed by MLP, Multinomial NB and Adaboost. 
The parameters of the classifiers are tuned to improve the perfor-
mance of the classifiers. 

The accuracy of support vector machine is high compared to all 
other classifiers and Multilayer perceptron classifier has the least 
accuracy as evident from figure 5. Fscore is the measure of a test’s 
accuracy [15] and Adaboost has the lowest fscore value whereas 
support vector machine, multilayer perceptron have high values of 
fscore. 

Figure 6 compares the precision obtained by the classifiers. Pre-
cision is the ability of a classification model to identify only the rel-
evant data points16. Multinomial Naïve Bayes has a high precision 
value and followed by support vector machine and MLP. Adaboost 
has the lowest precision value. 

Figure 6: Precision measures of the classifiers..

Considering all the metrics, Adaboost has the least performance 
and SVC has better performance in terms of accuracy and fscore. 
Multinomial NB has high performance in terms of precision, fscore 
but has lower accuracy. MLP also has high precision and fscore 
value and low accuracy. Considering the metrics collectively, Sup-
port vector machine has the best performance in terms of accuracy, 
fscore and precision [16]. 
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Conclusion 
Human language understating and generation is a popular tech-

nique in the current world applications for text processing. NLP 
techniques using machine language enables to understand and de-
code human language. This research work focuses on using NLP 
techniques to classify tweets during a disaster which is used by the 
disaster management team. An NLP pipeline is used to preprocess 
the text data containing the tweets removing irrelevant and un-
wanted text and converting to a bag of words. It is then converted 
into numerical values using feature extraction techniques. The ex-
tracted features are used by classifiers to classify the tweets as con-
taining information pertaining to real disaster or not. The classifier 
support vector machine had the best performance in classifying the 
tweets in terms of precision, fscore and accuracy compared with 
the other methods. 
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