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Abstract
Apache MapReduce is the most popular framework for batch data processing. However, despite its merits, the critical challenge of 

Apache MapReduce is rapidly handling queries over large scale data. This review aims to provide the state-of-the-art of Apache Hive, 
a famous language to handle big query data on Apache MapReduce.
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Apache MapReduce principles 

Apache MapReduce is a programming model applied by Google 
for various purposes such as analytical data applications. In addi-
tion, it is a correlated implementation to process and generate Big 
Data sets [1,2]. Furthermore, it improves the performance of Big 
Data analytics by exploiting parallelism among several process-
ing nodes [3]. At the programming level, developers define a Map 
function and a Reduce function as follows; the Map function is the 
phase that processes key-value pairs to produce a set of interme-
diate key-value pairs. Reduce function is the phase that joins all 
intermediate values associated with the same intermediate key. 
In other words, the programs are written in this functional style 
which is automatically parallelized and executed on a cluster of 
commodity machines. Furthermore, the runtime system consid-
ers the details of partitioning the input data, scheduling the pro-
gram’s execution on a set of machines, handling machine failures 
and managing the required inter-machine communication. This 
allows the programmers to efficiently use the resources of a mas-
sively distributed system without any experience with parallel and 
distributed systems [4].

Figure 1 depicts the execution of MapReduce phases which 
implement two functions; Map and Reduce. The Map phase takes 

an input pair and generates a set of intermediate key-value pairs. 
The MapReduce library combines all intermediate values with the 
same intermediate key I and passes them to the Reduce phase. The 
Reduce phase accepts an intermediate key I and a set of values. It 
joins together these values to form a probably smaller set of values 
where the intermediate values are provided to the user’s Reduce 
function via an iterator. Typically, just zero or one output value is 
produced per Reduce invocation [1]. 

Figure 1: MapReduce execution overview [1].
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Query processing in Apache MapReduce 

Besides efficiency, Apache MapReduce provides two simple, us-
er-friendly interfaces; Map and Reduce function (Figure 1). Apache 
MapReduce supports query processing by integrating high-level 
declarative languages such as Hive and Pig to simplify the pro-
gramming of data applications [5-7]. These MapReduce-based 
query languages hide implementation details (e.g., access methods, 
query plan optimization) and offer developers and Big Data ana-
lysts an SQL-like interface [5,6]. Hive language is used in this work, 
where the HiveQL queries are translated into MapReduce jobs [7]. 
From the inside, each MapReduce job is flushed back to Hadoop 
Distributed File System (HDFS) as a backup for fault tolerance. The 
next MapReduce job reads the intermediate results of the previ-
ous job to continue processing. The HDFS I/O cost is significantly 
higher than local storage, including a network cost. So, exploiting 
the shared jobs within multiple queries can reduce HDFS I/O cost 
of intermediate results. Consequently, the shuffling cost of inter-
mediate results can be cheaper than generating too large a size of 
intermediate results when no sharing data is exploited [7,8].

Apache hive

Hive is the first high-level query language for data warehouse, 
runs on top of the Hadoop framework to facilitate executing the 
query and managing large datasets [9]. It provides an interface 
similar to SQL, called HiveQL which makes MapReduce tasks 
more understandable and easier for programmers and developers 
[9,10]. Recently, Hive has become one of the Hadoop ecosystems 
tools and compatible with many massively parallel processing such 
as MapReduce and Tez. Therefore, most new research studies focus 
on high-level language regardless of the massively parallel process-
ing [11-15]. According to these studies, Hive is considered a mature 
SQL-on-Hadoop engine. The user connects to the user interface and 
executes a HiveQL command sent to the driver. The driver creates 
a session and then sends the query to the compiler, which extracts 
metadata from the metastore and generates an execution plan. This 
logical plan is optimized by Hive query optimizer and then translat-
ed into an executable query plan which consists of multiple MapRe-
duce phases. Finally, the MapReduce execution engine executes the 
plan consisting of one job tracker and possibly several task trackers 
per Map and Reduce phases [15].

HiveQL

HiveQL does not strictly follow the full SQL-92 standard. HiveQL 
offers extensions, not in SQL, including multiple INSERT and CRE-
ATE TABLE AS SELECT commands. Also, HiveQL supports trans-
actions and materialized views. Furthermore, HiveQL provides 
different plans for INSERT, UPDATE, and DELETE with full ACID 
functionality. Hive compiler translates HiveQL statements into a di-
rected acyclic graph (DAG) of MapReduce jobs that are given to be 
executed in Hadoop [16,17].
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