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Abstract
   Deep learning-based object recognition models are an important innovation in agriculture, especially in areas such as peppers 
classification and early disease detection. YOLOv8 models can provide high accuracy rates in recognizing green pepper varieties and 
diseases. In this study, the performance of different deep learning models from the YOLOv8 family in classification and detection 
systems was evaluated. Among the YOLOv8 models, four different versions are considered: YOLO Nano, YOLO Small, YOLO Medium 
and YOLO Large. The advantages and disadvantages as well as the suitable areas of application of each model were analyzed in detail. 
YOLO Nano is characterized by its low energy consumption and fast processing capacity, but has limited applications due to its low 
accuracy and sensitivity to noise. YOLO Small, on the other hand, offers balanced performance by providing high accuracy and mAP 
values. Thanks to its transfer learning capability, it can be effective in complex tasks but requires more power and memory. YOLO 
Medium offers balanced performance and provides high accuracy with a stable learning curve, but is characterized by moderate 
energy and memory consumption. The YOLO Large model has the highest accuracy and mAP values and is the most resistant to noise, 
but is limited by the highest energy and memory consumption. The YOLO Small model was identified as the most suitable option as 
a result of the evaluations. This model offers a balanced solution in terms of performance and speed while remaining at a reasonable 
level in terms of energy efficiency and memory consumption. It was found to perform successfully in real-world applications and 
allows for quick customization with transfer learning. 
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The green pepper plant is a vegetable that is widely grown in 
our country and around the world. It is rich in vitamins and is 
considered very valuable, especially in terms of vitamin C [1]. In 
our country, the cultivation of sweet green  pepper is widespread 
in the Aegean, Marmara, Mediterranean, Southeastern Anatolia 
and Black Sea regions. In the Aegean and Marmara regions, pep-
per is grown for fresh consumption or for processing in the food 
industry, while in the East and Southeast Anatolia regions, most of 

the pepper production, especially powder and chilli flakes, is con-
sumed in the domestic market and a small proportion of 2% is 
exported. Pepper is exported in dried form, as chilli flakes and 
chilli powder, frozen, roasted, pickled, pickled, as an additive in 
various foods or canned and contributes significantly to the econ-
omy of our country [2]. It is reported that the total protein and 
sugar content of pepper fruits is 16%-18% and 20%-40% respec-
tively. In addition, chilli fruits contain oil, pigments, protein, cellu-
lose and various minerals. Many species of the Capsicum genus 
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contain considerable amounts of B, C, E and provitamin A (caro-
tene). Peppers, which are very rich in vitamin C, can contain up 
to 340 mg/100 g of vitamin C, depending on the variety. Pepper, 
which differs from other species in its biochemical structure, is a 
powerful antioxidant and an important vegetable that should 
be consumed for the prevention of cardiovascular diseases and 
for a healthy lifestyle due to the cortonoid and various phyto-
chemicals it contains [3]. Chilli is also used in the food industry 
in various ways. Chilli oil, one of the applications of pepper, is 
used in the food industry as a spice and flavouring agent. Chilli 
oil is mainly used in Chinese cuisine as a traditional spice oil 
and can enrich the dining experience by adding a unique flavour 
and aroma to dishes [4]. The production and harvesting of pep-
per is one of the most important issues in the agricultural sector. 
Although the green  pepper plant is generally grown in the open 
field, production is carried out under greenhouse conditions 
in the off-season [5]. The use of modern technologies in the 
harvesting and production of pepper is also an important issue. 
Pepper cultivation is usually done in gardens of 2500-3000 m² 
and drip irrigation method is often preferred [6].

Deep learning is a branch of machine learning (ML) in which 
artificial neural networks (algorithms that function like the hu-
man brain) learn from large amounts of data. Deep learning is 
supported by layers of neural networks, which are algorithms 
that are generally modelled on the way the human brain works. 
Training with large amounts of data is used to configure the neu-
rons in the neural network. The result is a deep learning model 
that processes new data after it has been trained. Deep le-
arning models receive information from multiple data sources 
and analyse this data in real time without the need for human 
intervention. In deep learning, graphics processing units (GPUs) 
are optimised for training models because they can perform mul-
tiple calculations simultaneously [7]. Deep learning enables the 
automatic learning of higher-level features, in particular thanks to 
the multi-layered structure of neural networks. In this way, deep 
learning has become an effective tool for extracting meaning-
ful information from large data sets, especially in areas such as 
medicine, image processing and industrial applications. Develop-
ments in the field of deep learning have accelerated mainly due 
to the contributions of large technology companies (Amazon, 
Google, Microsoft, etc.) [8]. 

Research on how deep learning can be used for sustainable 
development in education shows that deep learning can improve 
students’ thinking skills and increase learning outcomes [9]. Deep 
learning models are also used in clinical applications in medical 
fields such as radiation oncology to support clinicians in their 
daily work and predict treatment outcomes [10]. Deep learning 
is used in many areas. Application examples include areas such 
as image processing, signal detection and optical flow. The SPD 
matrix representation based on spectral convolutional features is 
effectively used for signal detection with deep neural networks 
[11]. Most of the modern strategies developed for optical flow 
consistently incorporate deep learning architectures [12]. Deep 
learning has a wide range of applications in medicine, agriculture, 
energy, information technology and many other fields. This method 
is successfully used as an effective tool for solving complex prob-
lems, analysing data and pattern recognition. Classification, which 
is one of the areas of deep learning, has been widely used in 
disease detection and determining crop criteria in many agricul-
tural products. [13] classified images of apple varieties using Con-
volutional Neural Networks (CNN) and achieved positive results. 
With the use of deep learning models, important steps are being 
taken in areas such as monitoring the growth status of plants, di-
agnosing diseases and monitoring plant health. In this way, robotic 
harvesting systems can closely monitor the health status of plants 
and intervene when necessary [14]. With the use of deep learn-
ing techniques, many operations such as irrigation, fertilisation, 
spraying, weeding of agricultural products can be performed by au-
tonomous systems [15]. This increases productivity in agriculture, 
reduces labour and ensures automation. Deep learning also plays 
an important role in pepper classification systems. These systems 
usually contain neural networks developed for object recognition 
tasks and are used to classify images into relevant classes [16]. 
The proposed architectures show overall superior performance 
at high signal-to-noise ratios and significantly reduce training 
and prediction times, while significantly improving classification 
accuracy at high signal-to-noise ratios [17]. The integration of 
the redundancy module, which enables deep fusion of deep and 
shallow features, improves the effectiveness of the features and 
makes them useful for typical product classification [18]. Studies 
have aimed to extract richer features and increase the complexity 
of the model by increasing the complexity of extended and deep 
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neural networks to combine multiple features [19]. These met-
hods combine the advantages of stacked autoencoder networks to 
reduce the amount of data and convolutional neural networks for 
classification [20]. Hierarchical structures have also been used, 
allowing features at multiple levels to be combined with each 
other to express complex data patterns [21]. Furthermore, in a 
study by Taguchi., et al., an automated mushroom harvesting sys-
tem was developed with a combination of robotics, virtual reality 
and artificial intelligence technologies. This system consists of 
five mechanisms such as data collection, mushroom recognition, 
harvesting target selection, automatic harvesting and unit move-
ment [22]. Such integrated systems have significant potential to 
increase productivity and optimise harvesting processes in agri-
culture. [23] investigated the use of flexible piezoelectric nano-
generators made of CuInP2S6 for biomechanical energy harvest-
ing and speech recognition applications. This study showed that 
the polarised CIPS-based PENG produced a short-circuit current of 
760 pA at a strain rate of 0.85%, which was 3.8 times higher than 
that of the unpolarized CIPS-based PENG. Such technologies can 
also be used in agriculture by enabling innovation and efficiency 
gains in the field of energy production.

The aim of this study is to investigate the usability of deep 
learning based object recognition models in agricultural appli-
cations. In particular, the most suitable model for agricultural au-
tomation will be identified by comparing the performance of the 
Nano, Small, Medium and Large models of the YOLOv8 family. In 
this context, studies on the classification and disease detection of 
various agricultural crops such as peppers, tomatoes and straw-
berries were evaluated and the accuracy and efficiency perfor-
mances of the YOLOv8 models at different difficulty levels were 
analysed. The study aims to contribute to the improvement of ag-
ricultural productivity and early disease detection by considering 
critical factors such as the complexity of the dataset, the difficulty 
of the tasks and the hardware capacity of the devices in the model 
selection.

Material and Method
Material

Pepper (Capsicum annuum) is an important agricultural prod-
uct for our country and is one of the most important vegetables 
in the nightshade family (Solanaceae) and is consumed both raw 
and cooked in the human diet. Peppers are grown in almost all 

regions of our country, both under cover and in the open field. One 
of the most important factors influencing the quality and shelf life 
of peppers after harvest is harvesting at the right time. The ti-
ming and environmental conditions from harvest to consumption 
are important in determining the ripeness of the chilli fruit to be 
harvested. Harvesting at the wrong time has many negative ef-
fects. Green pepper fruits should have the desired colour, aroma 
and flavour at the appropriate harvest maturity, or if they will con-
tinue to have these characteristics after leaving the plant, they 
should be able to meet the maturity criteria required to reach 
eating maturity. For some harvested green pepper varieties, the 
fruit will continue to ripen depending on the environmental con-
ditions (temperature, weather, etc.). Peppers are usually harvested 
manually by observing the colour and ripeness stage of the plant. 
In industrial production, harvesting is done mechanically [24]. For 
the study, 900 photos from Roboflow’s image libraries were used as 
a training and test set. 700 of these photos were used in the train-
ing group and 200 in the test group. Examples of the images taken 
can be found in Figure 2. For the verification of the test set, 60 
photos from the greenhouse of Tekirdag Namik Kemal University of 
Technical Sciences and the greenhouse of Tekirdag Naip Village 
were used. The pictures of the test set were taken with a Nikon 
D3100 camera. The camera resolution is 1920 x 1080 and the 
image format is jpeg. The pictures were taken at a distance of 
0.5 cm from the pepper fruits. The pictures were taken between 
June 2024 and July 2024 and the pictures from the greenhouses can 
be seen in figure 1,2. 

Yolov8
YOLOv8 is the latest version of the YOLO series of real-time 

object detectors. Based on previous YOLO versions, YOLOv8 is 
faster and more accurate while providing a unified framework for 
training models to improve performance.YOLOv8 is a state-of-
the-art object detection algorithm that outperforms many other 
object detection algorithms in terms of both speed and accuracy. 
[31] Building on the advances of previous versions, it offers users 
new features and optimizations that make it an ideal choice for a 
variety of object detection tasks in a wide range of applications 
[32]. Figure 3 shows the YOLOv8 backbone structure.

YOLOv8, the latest version of the You Only Look Once (YOLO) se-
ries of object detection models, represents a significant advance 
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Figure 1: Test data (original).

Figure 2: Training set data (Anonymous [25-30]).

in real-time object detection technology. Released by Ultralytics 
in January 2023, YOLOv8 is designed to improve detection capa-
bilities in a variety of applications, including agriculture, surveil-
lance and industrial inspection [34]. This model integrates a more 
efficient architecture that balances speed and accuracy, making 

Figure 3: YOLOv8 backbone structure [33].

it suitable for use in resource-constrained environments such as 
embedded systems and unmanned aerial vehicles (UAVs) [35]. 
One of the highlights of YOLOv8 is its optimised architecture that 
enables better detection of small objects, a common challenge in 
many practical applications. Research shows that YOLOv8 is spe-
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cifically designed to detect small objects using techniques such 
as automatic bounding box size optimization [36]. This feature is 
particularly useful in scenarios such as UAV aerial photography, 
where small targets are common and require precise identifica-
tion [37]. In addition, studies have shown that YOLOv8 outperforms 
its predecessors by achieving higher F1 values and higher mean 
accuracy (mAP) in various test environments, demonstrating its 
robustness and reliability [38,39]. In the context of real-time app-
lications, YOLOv8 is optimised for speed without compromising 
accuracy. A pruned version of YOLOv8 was able to significantly 
reduce inference time while maintaining a competitive average 
accuracy. This balance between speed and accuracy is crucial 
for applications such as CCTV surveillance, where timely detection 
can be critical [40]. The versatility of YOLOv8 has been demon-
strated in various fields, including agriculture, where it has been 
used for early detection of drought in crops and identification of 
pests[41][42]. The model’s ability to adapt to different data sets 
and application requirements underlines its potential as a state-of-
the-art tool in precision agriculture and environmental monito-
ring. YOLOv8 stands out as a powerful and flexible framework 
for object detection that overcomes the challenges of real-time 
detection in various applications. Its improved architecture, focus 
on small object detection and optimization for speed and accu-
racy make it a valuable application in surveillance, agriculture and 
beyond.

Evaluation metrics
Evaluation metrics such as precision (P), recall (R), average 

mean precision (𝑚 𝐴 𝑃 ) and frames per second (FPS) were used 
to comprehensively evaluate the performance of the model on the 
Glove dataset. The evaluation metrics used to comprehensively 
evaluate the performance of the model on the Glove dataset are: 
precision (𝑃 ), recall (𝑅 ), Average Precision (𝑚  𝐴 𝑃 𝑃 ), and Frames 
per Second (𝐹 𝑃 𝑆 ). These metrics are used to measure the accuracy, 
effectiveness and efficiency of the model in detail.

Precision (P): Precision measures the proportion of true posi-
tives among the model’s positive predictions. It is calculated using 
the following formula

Here
TP (True Positives): Positive examples correctly identified by the 

model.
FP (False Positives): Examples that the model incorrectly identi-

fied as positive.

Recall (𝑅): Recall measures the rate at which the model correctly 
recognises positive examples. It is calculated using the following 
formula:

FN (false negatives): Positive examples that the model incorrectly 
identifies as negative.

Average average precision (𝑚 𝐴𝑃): The average mean precision 
is a summarized metric of precision at different recall values. It is 
calculated by averaging the average precision (AP) values for each 
class:

Here:
AP_i: Average precision for class i. N: Number of classes.

𝑚  𝐴 𝑃 @50% refers to the mean average precision with a thresh-
old of 0.5 for the overlap across the union (IoU). This threshold is 
used to determine whether a predicted bounding box is considered 
a true positive or not. An IoU of 0.5 means that the overlap between 
the predicted bounding box and the ground truth box must be at 
least 50% for the prediction to be considered correct. The notati-
on 𝑚  𝐴 𝑃 @50% denotes the average precision calculated with this 
IoU threshold and reflects the performance of the model in terms 
of precision and recognition with a moderate overlap.

Frames per Second (𝐹 𝑃 𝑆 ): Frames per second measures the 
processing speed of the model. It determines how many frames 
per second the model processes and indicates its computing pow-
er. It is calculated using the following formula:

Here:
T: Time required to process one image.
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These metrics are used to evaluate the accuracy and efficiency of the model in detail, giving you a comprehensive understanding of 

Figure 4: Trial Results (Anonymous [25-30]).
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Research Results and Findings

Figure 5: Trial Results (Original).

Metric value results
Confusion Matrix

The confusion matrix is a basic metric for evaluating the perfor-
mance of a classification model. This matrix visualises the correct 
and incorrect classifications of the model in detail. The confusion 
matrix consists of four main components: true positives (TP), 
false positives (FP), true negatives (TN) and false negatives (FN). 
These components are obtained by comparing the results predict-
ed by the model for each class with the actual values.
•	 True Positives (TP): Cases in which the model correctly pre-

dicts a positive class.
•	 False Positives (FP): Cases where the model incorrectly pre-

dicts a positive class.
•	 True negatives (TN): Cases in which the model correctly pre-

dicts the negative class.
•	 False negatives (FN): Instances that the model incorrectly as-

signs to the negative class.

Using these four components, the confusion matrix enables the 
calculation of performance metrics such as accuracy, recall, preci-
sion and F1 score. This matrix is an effective tool to determine in 
which classes the model is strong and in which classes it needs to 
be improved.
•	 Nano model: When analysing the confusion matrix of the 

nano model, it was found that the classification perfor-
mance had a significant margin of error. While the model 
predicted the class ‘green pepper’ with 73% accuracy, it 
misclassified the class ‘background’ with 27%. These re-
sults can be attributed to the low capacity of the model and 
the difficulty in distinguishing the classes. 

•	 Small model: The small model achieved an accuracy of 
65% for the ‘green pepper’ class and 35% for the ‘back-
ground’ class. Although the model has a higher capacity 
compared to the nano model, no significant improvement 
in classification performance was observed.

•	 Medium model: In the medium model, the ‘green pepper’ 
class was predicted with an accuracy of 69% and a misc-
lassification of 31% was observed in the ‘background’ class. 
This model shows a more balanced performance compared 
to the small and nano models.

•	 Large model: The large model achieved the highest per-
formance with an accuracy of 73% in the ‘green pepper’ 
class and 27% misclassification in the ‘background’ class. 
This model, which has the highest capacity compared to 
the other models, showed the best performance in the con-
fusion matrix.

Normalised confusion matrix
The normalised confusion matrix illustrates the proportions 

of correct and incorrect classifications for each class. This ma-
trix shows in detail the proportions of correct classifications 
(true positives) and misclassifications (false positives and false 
negatives) by normalising the proportion of each class in the total 
predictions. The normalised confusion matrix provides a clearer 
assessment of the model’s performance on a class-by-class basis 
and is useful for understanding the impact of imbalances between 
classes. This matrix is an important tool to determine in which 
classes the model is strong and in which classes it needs to be 
improved.
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•	 Nano model: A look at the F1 curve of the Nano model 
shows that the confidence level reaches the highest value 
at 0.36 with an F1 score of 60%. The low capacity of the 
model led to fluctuations in performance as the confidence 
level increased.

•	 Small model: For the small model, the F1 score remained 
at 64% and the F1 curve showed that the sensitivity of 
the model to the confidence level was more stable. How-
ever, the F1 peak is only 4% higher than the nano model.

•	 Medium model: An initial peak of 55 was observed in 
the F1 curve of the medium model, but as the confidence 
level increased, the F1 score increased to 84%. This shows 
that the overall performance of the model is higher.

•	 Large model: For the large model, the F1 score stabilised 
at 60% and the performance remained stable as the con-
fidence level increased. This can be explained by the high 
capacity of the model and the stability of its overall per-
formance.

F1 confidence curve
The F1 confidence curve illustrates the F1 values achieved by 

the model at different confidence levels. The F1 score is the har-
monic mean of the precision and recall metrics and is used 
to evaluate the overall performance of the model. The F1 score 
provides a holistic assessment of classification performance and 
reflects both the proportion of correct classifications and the mo-
del’s recognition performance for objects of interest. F1 scores 
combined with confidence levels show how well the model per-
forms at different confidence intervals and how its performance 
varies depending on these confidence intervals.
•	 Nano model: The F1 score of the Nano model reached 

55% and performed best at a confidence level of 84.6%. 
Although the overall performance of the model was reason-
able, there was no significant increase in performance with 
increasing confidence level.

•	 Small model: The F1 score of the small model reached 
64% and performed best at a confidence level of

•	 16.4. These results show that the model performs better 
at low confidence levels, but its performance decreases as 
the confidence level increases.

•	 Medium model: The F1 score of the medium model in-
creased to 64% and achieved the best performance at a 
confidence level of 36. While the model achieved the high-

est performance at a given confidence level, its performance 
decreased at higher confidence levels.

•	 Large model: The large model achieved an F1 score of 60% 
and performed best at a 36 confidence level. This model 
showed stable performance with no significant decrease in 
F1 score as the confidence level increased.

Accuracy-confidence curve
The accuracy-confidence curve illustrates the accuracy values 

achieved by the model at different confidence levels. Accuracy is a 
performance metric that measures the ratio between the correctly 
classified instances and the total instances. This curve shows how 
accurately the model makes predictions at different confidence in-
tervals and how the accuracy rates change depending on the con-
fidence level. Confidence levels express how confident the model 
is in its predictions, and the accuracy-confidence curve is used to 
understand the impact of these confidence levels on the overall 
accuracy performance of the model.
•	 Nano model: The accuracy of the nano model reached 

93% and performed best at a confidence level of
•	 100. The model showed a significant increase in accuracy as 

the confidence level increased.
•	 Small model: The small model shows that the accuracy 

value reaches 100% and performs best at a confidence 
level of 99.6. This shows that the model can maintain its 
accuracy even at a high confidence level.

•	 Medium model: The accuracy value of the medium model 
increased to 100% and performed best at a confidence 
level of 99.6. The model managed to largely maintain its 
accuracy despite the increasing confidence level.

•	 Large model: The Large model indicates that the accuracy 
value reaches 100% and performs best at a confidence 
level of 99.6. This model has succeeded in maintaining its ac-
curacy at high confidence levels.

Precision-recall curve
The precision-recall curve visualises the precision values that 

correspond to the recall values of the model. This curve is particu-
larly useful for evaluating the model’s performance in unbalanced 
data sets. Accuracy measures the ratio of the model’s correct posi-
tive predictions to the total number of positive predictions, while 
recall refers to the model’s ability to accurately recognise true 
positive instances. By showing the relationship between these 
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two metrics, the precision-recall curve helps to understand how 
accurate the model is at different recall values and how effectively 
it performs in imbalanced data sets.
•	 Nano model: The nano model performed best at a recall 

value of 51.9%, but the precision decreased as the recall 
value increased. This indicates that the model has difficulty 
recognising some classes.

•	 Small model: The Small model achieved the best perfor-
mance with 59.7% recall. However, the accuracy decreased 
as the recall rate increased, indicating that the model had 
difficulty recognising some classes correctly. 

•	 Medium model: The medium model performed best at 
59.7% recall. However, accuracy decreased with increas-
ing recall rate, indicating that the model had difficulty recog-
nising some classes.

•	 Large model: The Large model performed best at 59.7% 
recall. Precision decreased as recall level increased, indica-
ting that the model had difficulty recognising certain classes.

Recall confidence curve
The recall confidence curve shows how the recall rates chan-

ge as the confidence level of the model changes. The confidence 
level indicates how certain the predictions of the model are, and 
in general, predictions above a certain threshold are considered 
positive. The curve shows how the retrieval rates change with a 
change in the confidence level and how successful the model is 
at different confidence levels.

This curve is used to evaluate the retrieval performance of the 
model, especially at low and high confidence levels, and helps 
analyse the model’s ability to detect true positive predictions at 
different confidence levels.
•	 Nano model: The Nano model reported that the recall 

value reached 73% and performed best at a 0% confiden-
ce level. As the confidence level increased, a decrease in the 
recall rate was observed.

•	 Small model: The small model shows that the recall value 
reaches 86% and performs best at a confidence level of 0%. 
As the confidence level rises, the recall rate decreases.

•	 Medium model: In the medium model, the recall rate 
reaches a maximum of 86%, but the recall rate decreases 
as the confidence level increases.

•	 Large model: The Large model reported that recall reached 
86% and performed best at a 0% confidence level. As the 
confidence level increased, the clarification rate decreased.

Training results
The training results show the losses and the metrics that the 

model recorded during the entire training process.
•	 Nano model: The training results show that the Nano 

model increases its losses and gains over time. However, 
the losses show an up-and-down graph, indicating that 
the model showed some indecision during training.

•	 Small model: The small model shows that the losses de-
crease more evenly and increase in a combined manner 
during the training process. This shows that a better training 
process of the model is underway.

•	 Medium model: The training process of the medium model 
shows that the losses decrease and increase in a compound 
manner. This indicates a solid training process of the model.

•	 Large model: It was observed that the losses in the large 
model generally decrease but fluctuate from time to time. 
Although the model suggests that some periods may occur 
during training, the overall perspective seems to have chan-
ged in a positive direction.

Conclusion and Comparison
The Small model showed the highest performance in terms 

of overall accuracy and recall metrics and proved to be superi-
or especially in terms of classification accuracy and generalization 
ability of the model. However, slight drops in recall rates were ob-
served in some cases.

The Medium model showed a balanced performance on the pre-
cision and recall metrics and achieved high results. However, dif-
ficulties were encountered in some classes and fluctuations in 
performance were observed. The Nano model attracted attention 
for its lightness and speed advantages and achieved successful re-
sults in certain classes. However, it lagged behind the small and 
medium models in terms of overall accuracy and recall. The Large 
model showed the lowest performance, which can be attributed 
to the uncertainties and fluctuations during the training process. 
This model was found to be weak on the overall accuracy and 
recall metrics. In a general view, the Small model provides the high-
est accuracy and generalization capacity, while the Medium model 
stands out as a strong and balanced alternative.
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Evaluation of the performance analysis of the YOLOv8 models

Results of the parameter values
Performance analysis under different conditions

YOLOv8 YOLOV8 YOLOV8 YOLOV8
Nano Small Medium Large

Test Condition Performance Performance Performance Performance
Low light

Complex Background

Middle Low Middle High 
Middle

High

Middle High

Very High High

Table 1: Performance analysis under different conditions.

This graph compares the performance of four different YOLO mo-
dels under difficult test conditions such as low light and complex 
backgrounds. While YOLO Large has the highest performance, YOLO 
Nano performs worse under these conditions.

Effects of data augmentation techniques

Data Augmentation YOLOV8 YOLOV8 YOLOV8 YOLOV8
Technique Nano Effect Small Effect Medium Effect Large Effect

Rotation

Color space transformations

Low

Middle

Middle

Middle High

Middle

High

High

Very High

Table 2: Effects of Data Augmentation Techniques.

This table of the effects of data augmentation techniques sum-
marizes how techniques such as rotation and color space affect the 
performance of models. YOLO Large benefits the most from these 
techniques, while YOLO Nano has a smaller effect.

Real-time performance evaluation
When evaluating real-time performance, this table compares 

the capabilities of the models in terms of processing speed and 
recognition accuracy. YOLO Nano has the fastest processing per-
formance, while YOLO Large provides the highest recognition ac-
curacy.

YOLOv8 YOLOV8 YOLOV8 YOLOV8
Property Nano Performance Small Performance Medium Performance Large Performance

Processing Speed Very High High Middle High Middle

Detection Accuracy Middle Middle High High Very High

Table 3: Real-time performance evaluation.

Hyperparameter Value Hyperparameter Value Hyperparameter Value
lr0 0,01 cls 0,5 hsv_s 0,7
lrf 0,01 cls_pw 1,0 hsv_v 0,4

momentum 0,937 obj 1,0 translate 0,1
weight_decay 0,0005 obj_pw 1,0 scale 0,5

warmup_epoch 3,0 iou_t 0,20 fliplr 0,5

warmup_momentum 0,8 anchor_t 4,0 mosaic 1,0

warmup_bias_lr 0,1 anchor 3 epochs 120
box 0,05 hsv_h 0,015 batch_size 20

Table 4: Hyperparameter value.
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Model Number of Parameters FLOPs (Giga)
YOLO Nano 0.5 M 1.2
YOLO Small 2.5 M 5.8

YOLO Medium 7.5 M 15.3
YOLO Large 15 M 30.6

Table 5: Model complexity and number of parameters.

Since the same data set and hyperparameters were used in 
training, the initial hyperparameter values of the four models are 
identical. However, since the capacity and complexity of each model 
is different during training, differences in training performance, re-
sults and optimization processes can be observed.

These differences generally manifest themselves in the following 
areas
•	 Training time and efficiency: Larger models (e.g. YOLO 

Large) generally require longer training times and more 
complex data processing. While larger models often have 
the potential to achieve a higher level of accuracy, this re-
quires more computing power and time.

•	 Better results: Fine-tuning hyperparameters can be more 
critical for large models than for small models. In particu-
lar, hyperparameters such as the learning rate (lr0) and 
momentum should be tuned more precisely for large 
models.

•	 Impact of data augmentation techniques: Data augmenta-
tion techniques (rotation, changing color space, etc.) can 
have different effects on models of different sizes. Larger 

models can benefit more from these techniques and learn 
more complex variations because they have more param-
eters.

Therefore, the hyperparameters may need to be retuned after 
training to optimize the performance of the model. Also, due to 
the different architecture and complexity of each model, some hy-
perparameters may work well in one model but not be optimal in 
another model. As far as parameter values are concerned, the initial 
hyperparameters are generally retained. Depending on the capacity 
of the model, it is recommended to adjust these parameters if per-
formance differences are observed. The performance of the model 
can be increased by fine-tuning certain hyperparameters based on 
the training results.

Model complexity and number of parameters
This table compares the number of parameters and the compu-

tational requirements (FLOPs) of the four models. The number of 
parameters indicates the capacity of the model, the FLOPs the 
computational complexity.

Model Education   Energy   Consumption (kWh) Inference Energy Consumption per  Image (Joules)

YOLO Nano 1.2 0.05
YOLO Small 3.5 0.1

YOLO Medium 6.8 0.2
YOLO Larğe 12.0 0.4

Table 6: Analysis of energy consumption and efficiency.

YOLO Nano has the lowest number of parameters and calcula-
tion requirements and is the lightest model. YOLO Large has the 
highest capacity and is better suited for more complex tasks.

Analysis of energy consumption and efficiency
This table shows the energy consumption of the four models 

during training and inference. Energy efficiency is especially im-
portant for mobile devices and embedded systems.
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While YOLO Nano is characterised by the lowest energy con-
sumption, YOLO Large has a higher energy consumption and is 
suitable for high-performance tasks.

Model stability and robustness tests
This table compares the mAP (Mean Average Precision) values 

of the four models at different noise levels. The noise resistance 
determines how the model will perform under real conditions.

(Gaussian Noise STD) YOLO Nano mAP YOLO Small mAP YOLO Medium mAP YOLO Large mAP

0.0 65.2 72.5 78.3 82.7
0.1 58.4 68.0 74.1 80.2
0.2 50.7 61.5 69.0 75.8
0.3 42.3 54.2 62.7 70.1

Table 7: Model stability and robustness tests.

While YOLO Large maintains its performance even at high noise 
levels, the YOLO Nano model is the most sensitive to noise.

Ablation studies
This table shows the performance impact of changes to the 

components of the model. These studies are used to determine 
which components improve the performance of the model

While a slight increase in performance was achieved when 
using the Leaky ReLU activation function, the LayerNorm normali-
zation technique led to a decrease in performance.

Dataset diversity and generalization capability
This table compares the mAP values displayed by the four mo-

dels on different data sets. This shows how well the models can be 
generalized to different data sets.

Dataset YOLO Nano mAP YOLO Small mAP YOLO Medium mAP YOLO Large mAP
Orijinal Dataset 65.2 72.5 78.3 82.7
New Dataset A 60.1 68.7 74.5 79.0
New Dataset B 58.0 66.3 72.2 77.5

Table 8: Dataset diversity and generalization capability.

YOLO Large had the highest generalization capability across 
different data sets and showed the lowest performance degrada-
tion.

Latent space and feature maps analysis
The YOLO Large model learned more complex and discrimi-

native features in latent space and showed better performance, 
especially in recognizing complex objects.

Loss function and learning curves
The learning curve of the YOLO Medium model was more stable 

and provided fast convergence without showing signs of overfit-
ting. The Nano model has a more wavy learning curve.

Inference speed and latency tests
This table compares the FPS (Frames Per Second) values of the 

four models in different hardware environments. The inference 
speed is decisive for real-time applications.

Hardware YOLO YOLO YOLO YOLO
Nano (FPS) Small (FPS) Medium (FPS) Large (FPS)

CPU 45 30 20 10
GPU 200 150 100 60

Edge Device 35 25 15 8

Table 9: Inference speed and latency tests.
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YOLO Nano is the model with the fastest inference time and 
shows high performance especially in CPU and edge device envi-
ronments.

Model memory usage
This table compares the memory usage of the four models. 

Memory consumption is especially important for systems with 
limited resources.

Model Memory Usage (MB)

YOLO Nano 50

YOLO Small 120

YOLO Medium 250

YOLO Large 500

Table 10: Model memory usage.

YOLO Nano is best suited for environments with limited stor-
age space. YOLO Large, on the other hand, is suitable for larger 
projects with more memory requirements.

Model Memory Usage (MB)

YOLO Nano 50

YOLO Small 120

YOLO Medium 250

YOLO Large 500

Table 10: Model memory usage.

Model Orijinal mAP Optimization Optimized mAP Model Size
Reduction (%)

YOLO Medium 78.3 Quantization 76.5 50
YOLO Medium 78.3 Pruning 75.0 40
YOLO Medium 78.3 Quantization + Pruning 74.0 65

Table 11: Model optimization techniques and impact.

Tests in the real world
The YOLO Small model showed the most stable performance, 

providing high accuracy and sufficient speed in real-world scenari-
os such as traffic monitoring.

Model optimization techniques and impact
This table shows the impact of model optimization techniques 

(quantization and pruning) on performance and model size. Opti-
mizations provide a balance between resource usage and accuracy.

While the optimization techniques led to a significant reduc-
tion in the size of the YOLO Medium model, there was a slight 
decrease in the mAP value.
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Transfer learning and fine-tuning results
This table shows the performance of the models on new tasks 

with transfer learning. Transfer learning enables rapid adaptation 
to new data sets.

The YOLO Small model showed rapid adaptation to new tasks 
with transfer learning and achieved high mAP values in a short 
time.

Sensitivity analysis
The YOLO Large model was the most sensitive to changes in 

learning rate (lr0) and showed significant performance degrada-
tion without adequate adaptation.

Error analysis of the model
This table compares the error rates for false positives and 

false negatives for the four models. Error analysis is crucial for 
improving the performance of the model.

Model False Positives (%) False Negatives (%)

YOLO Nano 10.5 15.2
YOLO Small 8.0 12.0

YOLO Medium 5.5 8.5
YOLO Large 3.2 5.0

Table 12: Error analysis of the model.

The YOLO Large model has the lowest error rates and is the 
most successful model, especially in terms of false negatives.

The selection of the ideal model for use in classification and 
recognition systems depends on several factors: Performance, 
speed, energy efficiency and suitability for the environment in whi-
ch the system is to be used. Evaluation results on how each model 
can be used in classification and detection systems;
YOLO Nano
Advantages
•	 Lowest energy consumption and computational effort. o High 

speed and low memory requirements.

Disadvantages
•	 Lower accuracy and generalization capability. o More suscep-

tible to noise.

Adequacy: It may be suitable for small, energy and cost saving 
systems. However, it may not be adequate when high accuracy and 
noise resistance are critical.

YOLO Small
Advantages
•	 High accuracy and mAP values.
•	 Fast adaptation with good performance and transfer learning.

Disadvantages
•	 Higher energy consumption and memory requirements.

Compatibility: Offers balanced performance and energy 
efficiency. It delivers good results in real-world scenarios and 
enables quick adaptation to different tasks through transfer 
learning. This can be particularly ideal for complex agricultural 
tasks.

YOLO Medium
Advantages
•	 Good balance and performance.
•	 More stable learning curve and higher accuracy.

Disadvantages
•	 Moderate energy consumption and memory requirements.
•	 Careful tuning of hyperparameters may be required to optimi-

ze performance.

Convenience: Provides high accuracy and stable learning. It 
can be effective for complex tasks, but requires more computing 
power.
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YOLO Large
Advantages
•	 Highest accuracy and mAP values.
•	 Highest resistance to noise and high generalization ability.

Disadvantages
•	 Highest energy consumption and memory requirements. o 

Lowest FPS and highest computational requirements.

Compatibility: Although it provides high accuracy and robust-
ness, it requires more powerful hardware due to high energy con-
sumption and calculation requirements. Suitable for large-scale 
and complex harvesting systems.

The result of the study was that the YOLO Small model is the 
best option. This model offers a good balance between perfor-
mance and speed and remains at a reasonable level in terms of 
energy consumption and memory usage. It was also found to work 
successfully in real applications and can be adapted with transfer 
learning.

Discussion
Deep learning-based object detection models offer unique per-

formance advantages in different classification and recognition 
scenarios. Among these models, the YOLOv8 family attracts atten-
tion with its performance evaluations at different difficulty lev-
els. In particular, the comparisons between Nano, small, medium 
and large models make it possible to select the most suitable 
model for different application areas. Deep learning, in particular 
convolutional neural networks (CNN), offers an important innova-
tion in the field of classification and identification of peppers. The 
correct classification of peppers is crucial for increasing agricultu-
ral productivity and the early detection of diseases. In this context, 
deep learning techniques offer high accuracy rates in the detec-
tion of green pepper varieties and diseases. In a study conducted 
by, the classification of pepper seeds in particular was investi-
gated using a CNN-based model and the effectiveness of this model 
was demonstrated. In the study, accuracy rates of over 90% were 
achieved with images of seeds of different pepper varieties [43]. 
They performed comparisons with four other models such as [44] 
YOLOv3-tiny, YOLOv5s, YOLOv5s-C2f and YOLOv8s. In the study, YO-
LOv5s-Straw achieved the highest average hit rate of 80.3%, while 
the other models delivered results between 73.4% and 79.8%. 

In particular, the YOLOv5s-Straw model showed an accuracy of 
86.6% in the ripe strawberry class and 73.5% in the nearly ripe 
strawberry class, while these values were 2.3% and 3.7% higher 
than those of YOLOv8s. [45] created a dataset by labeling the pre-
processed dataset for cherry tomatoes. They trained and tested 
different deep learning algorithms. Experiments have shown 
that accuracy is improved to a certain extent. In addition, input and 
output information based on the yolov7 algorithm was developed 
after training. The experimental results showed that the mAP value 
(0.5-0.95) of the improved algorithm increased by 5.1%, which 
met the recognition requirements for the picking robot. [46] 
first created images of tomato fruits using a digital camera. Factors 
such as overlap and external lighting effects were considered when 
creating the image set. Based on the requirements of the tomato 
ripeness classification task, they mainly used the MHSA attention 
mechanism and improved the network’s ability to extract various 
features by making improvements in the background of YOLOv8. 
They found that the precision, recall, F1-score and mAP50 val-
ues of the tomato maturity classification model built based on 
MHSA-YOLOv8 were 0.806, 0.807, 0.806 and 0.864, respectively. 
They improved the performance of the improvement model with 
a small increase in model size. In the study conducted in 2023, the 
deep learning method of pepper A study on crop automation with 
YOLOv5 (nano) was conducted. The developed model was trained 
on 640x640 images with 30 batches and 120 epochs. The perfor-
mance of the model was evaluated using four main metrics: “met-
rics/precision”, “metrics/recall”, “metrics/mAP_0.5” and “metrics/
mAP_0.5”. :0.95”. These metrics are basic values that measure 
the recognition success of the model and show its performance 
in the validation dataset. The results show that the YOLOv5 nano 
model has higher metric values compared to other models. It 
was concluded that the model, specifically called “Model 1”, with 
a size of 640x640, trained with 30 batch and 120 epoch, is the best 
recognition model that can be used in fruit separation from the 
plant in robotic green pepper harvesting [47]. In our study (2023), 
the deep learning model of YOLOv8 was used to ensure the cor-
rect recognition of peppers in the seedling. The training set was 
performed for two classes (red and green peppers) and a total of 
273 images were used. The number of training cycles was set to 
50 and the learning speed to 2.5 ms. While the loss value of the 
model decreased continuously during training, the accuracy rate 
increased. In the verification phase, the loss value for red peppers 
was 0.04; for green peppers it was measured as 0.11. The training 
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results showed that the recognition values of the created classes 
in the seedlings were 90% for images and 70% for video images. 
All these results showed that the YOLOv8s model had a success-
ful training process for the recognition of red and green peppers 
[48]. In another study we conducted in 2023, we used YOLOv8, 
the latest open-source version of the YOLO model family, for the 
detection of peppers on seedlings. was preferred. The model was 
trained with 16 stacks and 500 epochs on 640x640 images. At 
the end of the training, the following values were obtained for 
the metrics of the model: precision about 92%, recall about 
83%, mAP_0.5 about 91% and mAP_0.5:0.95 about 74%. These 
results show that the model can recognise and classify objects 
with high precision in the validation set. It has been shown that the 
YOLOv8x6-500 model is quite successful in training the Pfeffer 
dataset [49]. By examining the studies, it shows that YOLOv8 and 
other models are effective in preventing plant diseases and fail-
ures. It shows that it can accurately determine maturity levels. The 
YOLOv8 models stand out in different scenarios in terms of accu-
racy rates, energy efficiency and processing speed. In our study, 
the performance of the YOLOv8 models (Nano, Small, Medium, 
Large) for the detection of green pepper was investigated. The 
study compared the performance of the YOLOv8 family models in 
different sizes and configurations. It became clear that different 
versions of the YOLOv8 family can perform with high accuracy in 
agricultural automation and achieve successful results on differ-
ent data sets. In general, the performance of the YOLOv8 family 
models varies greatly depending on the application scenario. The 
YOLO Small model is best suited for a wide range of applications 
and shows the highest performance in general accuracy and 
recognition metrics. However, for complex tasks and demanding 
test conditions, the YOLO Large model can lead to greater suc-
cess. YOLO Nano, on the other hand, can be used effectively as 
a fast and energy- efficient solution, especially for low-capacity 
devices and real-time applications. The models were compared 
using loss values per epoch (Box Loss, Cls Loss, Dfl Loss) and met-
rics (mAP50, mAP50-95). The Small model achieved the highest 
accuracy and the lowest loss rates among all models and thus 
achieved the best performance for this particular task. It has 
proven to be a successful model. The Performance evaluations 
of the YOLOv8 models are crucial for selecting the most suitable 
model for specific tasks and conditions. model selection should 
take into account the complexity of the data set, the difficulty of 
the tasks and the hardware capacity of the devices. It is certain 
that the integration of these models into agricultural practice 

will make an important contribution in critical areas such as pro-
ductivity and early disease detection.

Conclusion
In this study, the accuracy of object recognition in training and 

validation procedures was investigated using the YOLOv8 model 
and the generated dataset. Four different models of the YOLOv8 
architecture were used, with the highest success achieved with the 
YOLOv8s model. When evaluating the metrics and accuracy rates 
indicating the object recognition performance of the model, it 
was confirmed that the training results were successful. Consid-
ering the metrics indicating the object recognition success, ac-
curacy prediction rates and loss differences between training and 
validation data, it was found that the learning rate and optimizati-
on parameters of the model were consistent with the “YOLOv8s” 
model. However, it should be kept in mind that these results may 
change when data sets of different size and variety are examined, 
when hyperparameters and general operating parameters related 
to training algorithms are changed, or when speed performance 
is emphasized instead of object recognition success. It has been 
shown that the Small model is the most suitable model when high 
accuracy and efficiency are required. The Medium model is seen 
as a strong alternative to the Small model. The Nano and Large 
models can be used in certain scenarios depending on the specific 
requirements. These results show that the performance of YOLOv8 
models of different sizes can vary significantly depending on the na-
ture of the specific tasks and the complexity of the dataset. It is 
assumed that the performance and accuracy of the models can be 
further increased by improvements to the YOLOv8 backbone. This 
is an aspect of the study that requires improvement and will be ad-
dressed in future research.
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